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For each point of a road network, let there be given the number of cars starting from it, and the destination
of the cars. Under these conditions one wishes to estimate the distribution of traffic flow. Whether one street

is preferable to another depends not only on the quality of the road, but also on the density of the flow. If
every driver takes the path that looks most favorable to him, the resultant running times need not be minimal.
Furthermore, it is indicated by an example that an extension of the road network may cause a redistribution of
the traffic that results in longer individual running times.
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1. Introduction
The distribution of traffic flow on the roads of a traf-
fic network is of interest to traffic planners and traffic
controllers. We assume that the number of vehicles
per unit time is known for all origin-destination pairs.
The expected distribution of vehicles is based on the
assumption that the most favorable routes are cho-
sen among all possible ones. How favorable a route is
depends on its travel cost. The basis for the evaluation
of cost is travel time.
The road network is modeled by a directed graph

for the mathematical treatment. A (travel) time is
associated with each link. The computation of the
most favorable distribution can be considered solved
if the travel time for each link is constant, i.e., if
the time is independent of the number of vehicles on
the link. In this case, it is equivalent to computing the
shortest distance between two points of a graph and
determining the corresponding critical (here meaning
shortest) path. See Bellman (1958), von Falkenhausen
(1963), and Pollack and Wiebenson (1960).
In more realistic models, however, one has to take

into account that the travel time on the links will
strongly depend on the traffic flow. Our investiga-
tions will show that we will encounter new effects
compared to the model with flow-independent costs.
Specifically, a more precise formulation of the prob-
lem will be required. We have to distinguish between
flow that will be optimal for all vehicles and flow

that is achieved if each user attempts to optimize his
own route.
Referring to a simple model network with only four

nodes, we will discuss typical features that contra-
dict facts that seem to be plausible. Central control
of traffic can be advantageous even for those drivers
who think that they will discover more profitable
routes for themselves. Moreover, there exists the pos-
sibility of the paradox that an extension of the road
network by an additional road can cause a redistribu-
tion of the flow in such a way that increased travel
time is the result.

2. Graph and Road Network
Directed graphs are used for modeling road maps,
and the links, the connections between the nodes,
have an orientation (Berge 1958, von Falkenhausen
1966). Two links that differ only by their direction
are depicted in the figures by one line without an
arrowhead.
In general, the nodes are associated with street

intersections. Whenever a more detailed description is
necessary, an intersection may be divided into (four)
nodes with each one corresponding to an adjacent
road; see Figure 2 (Pollack and Wiebenson 1960).
We will use the following notation for the nodes,

links, and flows. The indices belong to finite sets.
Because we use each index only in connection with
one variable, we do not write the range of the indices.
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Figure 1

�ai� nodes of the graph.
�u�� oriented links of the graph.
�� flow on u� (vehicles/time).
We consider traffic networks with stationary flows.

It is useful to regard the total flow as the sum of
threads with each thread being associated with an
origin-destination pair. Each thread corresponds to a
path in the graph. We need to consider only paths
without cycles.
�U	� paths that do not contain links more than

once.

	 flow along U	 (vehicles/time).

 the vector with the components 
	.

The flows on paths and links are related by the arc-
path incidence matrix C whose coefficients c�	 assume
only the values 0 or 1 because cycles are excluded:

c�	 =


1 if link u� is contained in path U	

0 otherwise.
(2.1)

Obviously,
�� =

∑
	

c�	
	
 (2.2)

Of course, all flow variables in a traffic network are
nonnegative.
For simplicity, a part of the general considerations

will be done only for the special case in which the
total flow has a common origin node and a common
destination node. Those nodes will be denoted as a0

and a�, respectively. The total flow is given by

�
� =∑
	


	
 (2.3)

•

•

••

Figure 2

In the general case with more than one origin-
destination pair we introduce index sets B� such that
the groups

�U	� 	 ∈ B��

contain the paths with the same origin and desti-
nation nodes. Here, � specifies the origin-destination
pair. Analogously to (2.3), we have

�
�� =
∑
	∈B�


	
 (2
3′)

Which paths are considered optimal is determined
by their respective travel costs. The costs depend on
the length of the road, travel time, and other costs (cf.
von Falkenhausen 1966, p. 23). The dominating fea-
ture is travel time, and for reasons of clarity we iden-
tify costs with travel time. In this way, it is also clear
that costs depend on the volume of traffic. Moreover,
we regard the model as deterministic, and stochas-
tic arguments are deliberately ignored.1 The following
definitions are to be understood in this framework:
t���� travel time required on u� if u� carries flow

�= ��.
T ik
	 �
� travel time for getting to ai from ak on the path

U	. (If this is impossible, the function value
is �.) The superscripts i and k will be sup-
pressed if ai is the destination and ak is the
origin of 
	.

Travel time depends on 
, in particular on the flow
on U	. Because travel time for a path is the sum of
the times for its links, we have

T	�
�=∑
�

c�	t�����
 (2.4)

Here, the functional relationship �� = ���
� is
given by (2.2). Moreover, we define the most unfavor-
able time by

�T ik�
�� =max{T ik
	 �
�� 
	 �= 0

}
(2.5)

and

�T��
�� =max{T i�k�
	 �
�� 	 ∈ B�� 
	 �= 0

}
� (2.6)

where ai� and ak� are the nodes of the destination of
the paths �U	� 	 ∈ B�� and of the origins, respectively.
The functions t� are assumed to have the following
properties:

I. t� ≥ 0.
II. t� is a nondecreasing function.

1 For the traffic planner, deviations in traffic densities are not inter-
esting for the design as long as the impact on travel time is small.
Therefore, we do not obtain serious errors if individual (stochas-
tic) quantities are replaced by their mean values. It is known that
problems arise in models with flow-independent costs because one
needs a criterion as to how to assign a portion of flow to nearly
optimal (suboptimal) paths (von Falkenhausen 1966).
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III. t� is semicontinuous, i.e., lim�→�0��<�0
t���� =

t���0�.
The first two assumptions are natural in view of the

problem setting. Assumption 3 simplifies the mathe-
matical treatment. In this case, the functions t���� are
lower semicontinuous (Natanson 1961); i.e., we have

lim
�→�0

t����≥ t���0�
 (2.7)

In Sections 4 and 5 we will assume continuity for even
further simplification.

3. Optimality
We will discuss which flow distributions admit travel
times for all drivers to be as short as possible when
the traffic networks have only one origin-destination
pair. The time that is needed to reach the destination
in the most unfavorable case measures how well the
flows are distributed. This time is given by Equation
(2.6). The total flow �
� = � is considered fixed, with
� given.
Definition. The flow 
 is optimal if the relation

�T �
�� ≤ �T ���� (3.1)

holds for all � with

�
� = �� �
 (3.2)

It is essential in this definition that the value of a
flow distribution is guided by the travel time of all
drivers (in contrast to the setting in the next section).
The concept and the results do not differ substantially
if the mean value of the travel time

1
�
�

∑
	


	T	�
� (3.3)

and not the maximal time, �T �
��, determines the
quality. It cannot be decided by mathematical argu-
ments which specification is more appropriate. This
decision must be left to the traffic planners.2 We will
only postulate the following consistency property: It
should be impossible to redistribute optimal flows so
that each driver achieves a reduction of the costs.
Now we turn to the flows that are optimal accord-

ing to (3.1).

Theorem. Assume that t���� is semicontinuous from
below whenever 0 ≤ � ≤ �. Then, an optimal flow exists
with �
� = � .

2 Optimality could be easily defined for traffic with several origins
and destinations on the basis of mean values of travel times. On the
other hand, can one require that someone be content with a long
drive to reduce the mean travel time? Our definition has an advan-
tage that will become clear later. The optimal solution is at least as
advantageous for each driver as the equilibrium.
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Figure 3

Proof. To prove the theorem, we consider a mini-
mal sequence 
�n�, i.e., a sequence with �
�n�� = � and
limn→� �T �
�n��� = inf��T �
��� �
� = ��. Because the
paths do not contain cycles, it follows that 0≤


�n�
	 ≤ �

and 0 ≤ ��n�
� ≤ �. Due to the boundedness, a subse-

quence 
�n�� with convergent values for 
�n��
	 can be

selected. Let
lim
�→�


�n��
	 =
∗

	


It follows from (2.4), (2.7), and lower semicontinu-
ity that

T	�

∗�≤ lim

�→�T	�

�n���
 (3.4)

Let U	 be a path with 
∗
	 �= 0. Then, we have



�n��
	 �= 0 for all sufficiently large �, and consequently
for the minimal sequence

lim
�→�

T	�

�n��� ≤ lim

�→��T �
�n����

= inf{�T �
��� �
� = �
}

 (3.5)

The inequalities (3.4) and (3.5) imply that 
∗ is an
optimal flow distribution.
We now turn to a model example with four nodes.

For convenience, the link travel times t���� are lin-
ear functions. (Moreover, the graph does not contain
cycles.)

t1���= t3���= 10��
t2���= t4���= 50+�� (3.6)

t5���= 10+�


(a) If a total flow of �
� = 2 is to be guided from
a to z, the optimal solution is


abcz = 2� 
abz =
acz = 0� �T �
�� = 52

(b) If a total flow of �
� = 6 is to be guided from

a to z, the optimal solution is


abcz = 0� 
abz =
acz = 3� �T �
�� = 83

(c) If a total flow of �
� = 20 is to be guided from

a to z, the optimal solution is


abcz = 0� 
abz =
acz = 10� �T �
�� = 160

Obviously, all the solutions are unique.
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4. Critical Flow
Each driver attempts to find for himself the most
favorable path. It is assumed that he obtains the infor-
mation that is necessary for determining the route.
Therefore, our approach differs significantly from the
approach in a game-theoretic consideration; see also
the footnote in Section 2.
We consider once more the model example from the

last section. If the volume of traffic is as in cases (a)
or (c), then it is most profitable to move in accordance
with the optimal flow. This is different in case (b).
The optimal flow moves along paths �abz� and �acz�.
There exists, however, a path for which travel time
is lower. Specifically, Tabcz = 70 < 83 = �T �
��. Sup-
pose that the vehicles are distributed as the optimal
flow. Those drivers to which the link travel times are
known would move to path �abcz� and destroy the
optimality.
If the drivers of two vehicles possess perfect infor-

mation from experience, they will not choose paths
with different travel times. Therefore, we consider the
hypothesis as realistic that the traffic flow will be dis-
tributed in a manner that will be called critical.
Definition. The flow 
 is a critical flow3 if for all

paths U	

T	�
� = �T �
�� if 
	 �= 0�
T	�
� ≥ �T �
�� if 
	 = 0
 (4.1)

Obviously, criticality has the following meaning.
The destination will be reached on all paths with non-
vanishing flow at the same time.4 Travel time on paths
with no flow is the same or even larger. The analo-
gous property holds for all nodes in between.

Theorem. Let 
 be a critical flow. Then, a number �i

exists for each node ai such that for all paths that pass ai

T
�i�
	 �
� = �i if 
	 �= 0�
T

�i�
	 �
� ≥ �i if 
	 = 0


Moreover, we have for all paths U	 that run from ak to ai

T ik
	 �
�≥ �i − �k�

and, moreover,
�� = �T �
��


3 We restrict ourselves to continuous functions t�. If only semicon-
tinuity is assumed, relations (4.1) have to be replaced by

T −
	 �
� ≤ �T �
�� if 
	 �= 0�
T +
	 �
� ≥ �T �
�� if 
	 = 0


Here, T +
	 �
� and T −

	 �
� denote the upper and lower limits, respec-
tively, where jumps occur. The values coincide with T	�
� at points
of continuity. The existence theorem in Section 5 also holds in this
more general case.
4 Each path with nonvanishing flows is therefore a critical value
in the spirit of standard optimization problems on graphs (Berge
1958).

An indirect proof is easy. Set

�i =min�T i0
	 �
�� 	�


If the inequalities in the theorem would not hold, then
there would exist a path from a0 to a� with T	 <
�T �
��.
Before we deduce the existence of critical flows and

additional properties, we provide a numerical result
for the model example above. The unique critical flow
in case (b) with total flow �
� = 6 is


abcz =
abz =
acz = 2
and

�a = 0� �b = 40� �c = 52� �z = 92

Hence, we have already obtained the result that the

critical flow does not always coincide with the opti-
mal flow. This happens not only for the optimality cri-
terion introduced in the last section, but for each con-
sistent definition because there obviously exist flows
such that travel time of all vehicles is smaller than 92.
Although each driver chooses the most favorable path
for himself, none of them achieves the value that each
one of them could achieve at optimal flow.
In this framework, we also recognize a paradoxical

fact. If the link u5 is eliminated in the road network,
the critical flow coincides with the optimal flow; the
distribution of the traffic flow is improved in this case.
This means that for real-life traffic practice: In unfavor-
able situations an extension of the road network may lead
to increased travel times.

5. An Existence Theorem
The existence of critical flows for a given total flow
can be shown for continuous and nondecreasing func-
tions t����. This will be done by the reduction to a
convex program. Because t���� is nondecreasing, the
associated function

f����=
∫ �

0
t����d� (5.1)

is convex. We do not restrict our attention to traffic
with only one origin and one destination and choose
a slightly more general definition.
Definition. The flow 
 is a critical flow if for all

paths U	 with 	 ∈ B�

T	�
� = �T��
�� if 
	 �= 0�
T	�
� ≥ �T��
�� if 
	 = 0


(5.2)

Theorem. Assume that the functions t���� are contin-
uous and nondecreasing for 0≤ �≤ � =∑

� �� . Then, the
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solutions of the convex program∑
�

f�����=Min!
�� =

∑
	

c�	
	�

∑
	∈B�


	 = ���


	 ≥ 0

(5.3)

are critical flows.

Proof. The variables �� may be temporarily elim-
inated by substitution. The Kuhn-Tucker conditions
(Collatz and Wetterling 1966) (with Lagrange multi-
pliers !� and "	 for the remaining constraints) are∑

�

c�	t�����−!� −"	 = 0 �	 ∈ B��
∑
	∈B�


	 = ��


	 ·"	 = 0

	 ≥ 0� "	 ≥ 0


(5.4)

The equations in the first line imply, due to (2.4),

T	�
�−!� = 0 if 
	 �= 0�
T	�
�−!� ≥ 0 if 
	 = 0
 �	 ∈ B��


Hence, !� = �T��
��, and 
 is a critical flow.
The existence of a critical flow is immediate. The

set of critical flows is convex. A solution is also the
unique solution if the function t���� is strictly mono-
tone at � = �� for at least one link u�. Therefore, we
can guarantee uniqueness of the solution if each path
contains at least one link on which t��� is strictly
monotone on the whole domain.
The possibility of characterizing critical flows as

the solutions of a minimization problem is connected
with a symmetry in the model. Roughly speaking, we
can say: Each driver induces the same delay for the
other drivers as the other one does for him. This sym-
metry no longer holds in a more general model.
In particular, the travel time is not equal for all

vehicles on a street with several lanes; it depends on
the type (class) of the vehicle. The most significant dif-
ferences are between passenger cars and trucks. This
can be partially incorporated into the theory by divid-
ing the flows into groups:

�� =
∑
g

�g
�� 
	 =

∑
g



g
	


The travel time of each group also depends on the
amount of flow of the other groups on the corre-
sponding link

tg����= tg���
1��2� 
 
 
�


The arguments that led us to introduce the concept
of critical flows can be directly extended. We do not
provide the defining relationships because they dif-
fer from (5.2) merely by indices referring to groups.
Nevertheless, there is an essential difference. If there

is more than one group, the equations can no longer
be related to a variational principle.5

6. Violation of Monotonicity
The critical flows in the model example of Section 3
are optimal in cases (a) and (c). It is obvious from the
numerical solutions that we do not have

�
� ≤ �� � implies the relations �� ≤ ��� 
	 ≤�	

for critical flows (and consequently also not for opti-
mal ones), although one might expect this. There are
consequences for the numerical treatment of the prob-
lem, in particular, for an approximation procedure
that was recently suggested.
Let n be a given natural number. Determine the

shortest paths for all origin-destination pairs of inter-
est when there is no traffic on the roads. It is assumed
that the nth portion of the flow chooses those routes.
Now, the shortest paths for the new situation are eval-
uated, and another nth portion of the flow is deter-
mined. By proceeding in the same way, the total flow
will be distributed on the traffic network. The result
is considered to be an approximate solution.
If this method is applied to the model example

above with �
� = 20, then path �abcz� is chosen in the
first steps of the procedure although this path carries
zero flow in the solution. When n is increased, the
approximate solutions do not converge to the correct
solution. However, one can use the convex program
(5.3) for the computation of the critical flows, and
here well-known algorithms are available (Collatz
and Wetterling 1966). We did not study whether the
evaluation of the shortest paths helps to accelerate the
codes.
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