Mathematics for Economics and Business - Section 1. Algebra of matrices — Lecture
Matrix theory is a powerful mathematical tool for dealing with data as a whole rather than individual items.
In both pure and applied mathematics, many situations deal with rectangular arrays of numbers. In fact, in
many branches of business and biological and social sciences, it is necessary to express and use a set of
numbers in a rectangular array. This array we called a matrix. Matrices can be added, subtracted and
multiplied. They also possess many of the algebraic properties of numbers. Matrix algebra is the study of these
properties.

1.1  Matrix - definition and specific matrices

Definition 1.1 (formal) A matrix A of m rows and n columns is a mapping defined on a Cartesian
product of two sets into a nonempty set V= @: A : {1,2,....m} x{1,2,...,.n} -V
A: (l,])—>a” eV

For V = R we have a real matrix.

Remarks.
¢ A matrix (plural: matrices) can be informally defined as a rectangular array of elements that are enclosed
by a pair of brackets:

[ 11 Q12 - Q1j - Nn ]« 1st row
A1 G2z - Q2 . %2n | « 2nd row
A= Aoy = [ai)] = a:u a:iz a:ij din |  jth 1;0W
[Am1 Amz2 *° Amj *° Gpupd < mth row
T T T T
1st 2nd Jjth nth column

e arow of a matrix is a horizontal vector in matrix A; [a;;,ajz, ..., Ain] = 1; is an ith row,

¢ acolumn of a matrix is a vertical vector in matrix A4; [alj, Azjy e amj] = ¢jisa jth column,

e the numbers a;; in matrix A are called the elements or entries or components of the matrix,

e each element a;; of a matrix A has two indices: the row index i, and the column index j (a;; is an entry in
the ith row and jth column),

e amatrix A with m rows and n columns contains m - n elements,

e the number of rows and columns, m X n (read as: “m by n”), is the dimension or size of the matrix; in
general, m X n matrix has m rows and n columns.

Example 1.1.
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Specific matrices

1. A column matrix or column vector of height m (m X 1 matrix,n = 1) is a matrix with 1 column of

elements: A =

3x1
A row matrix or row vector of length n (1 X n matrix, m = 1) is a matrix with 1 row

of elements: A= [ ] 1x4

2. A zero matrix is a matrix in which all entries are zero. We use the symbol 0 to represent a zero matrix of

. .. ~_J0 0 O
any dimensions: 0 =
0 0 O0lyus
a11 a12 e aln
. . a21 a22 e aZn

3. A square matrix has as many rows as columns,ie.m=n: A =Apyp) = : . :
An1 Gnz - Gnn g,

In the square matrix A = [aij]nxn the entries for which i = j, namely {a;,,a55, ..., ann }, n €N, form a

principal diagonal (or main diagonal or primary diagonal or diagonal entries) of A.
Elements {aln y Ao (n=1) s = On1 } form a secondary diagonal.

4. A diagonal matrix is a square matrix with all non-diagonal elements equal zero:

aq 0 v 0 0 0
.. .. 0 ay . 0
Vi,j€E{1,2,.,n}i#j: a; =0 D = .. . . eg. D=|(0 .. 0
0 O . ann X O O 3X3
5. The identity (unit) matrix s a diagonal matrix such that every diagonal element is equal to 1:
1 O aun 0 1 0 0
0 fori#j 1 0
a;j = {1 for i =]j I=1,= 0 1 . 0 e.g I, = [O 1 I3 = [O 1 0]
00 .. U 0 0 1
Notation:
o My, «n (R) is a set of all real matrices of dimensions m X n.

o M(m,n) is a set of all matrices of dimensions m X n.

J M, (R) is a set of all real square matrices of dimensions n X n.
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1.2 Operations on (with) matrices

» Multiplication by scalar (scalar multiplication)

Let A = [ai j] be an m X n matrix and k € R be a real number, called a scalar. The product of the matrix A
by the scalar k, called scalar multiplication, is the m X n matrix: k-4 = [k -y f]mxn'

Example 1.2  Multiply given matrix A by scalar k.

» Transposition
The transpose of a matrix A, denoted by A7, is found by interchanging rows and columns of A.

Let A = [aij] be an m X n matrix. The transpose of the matrix A is the n X m matrix: AT = [aji]nxm

Example 1.3  Find the transpose of A.

Remark LetA € My, (R), B € My, (R), I € My (R) and k € R. Then:
1. 1T =1 2.ANT =4 3. (k-A)T =k AT 4.(A-B)T =BT - AT

» Matrix addition and subtraction (sum of two matrices)

IfA = [aij]
difference are defined as the m X n matrices: A + B = [aij + bij]mxn’ A—B = [aij — bij]

and B = [bi j] are two matrices of the same dimensions, then the sum and the
mxn mxn

mxn

Caution ! The sum or difference of two matrices DOES NOT EXIST if dimensions of matrices are not the
same.

Example 1.4 Add and subtract given matrices.

Remark LetA4,B,C,0 € M,,,,(R) and k,l € R. Then:

A+B=B+A commutativity of addition
A+(B+C)=(A+B)+C associativity of addition
A+0=A the zero matrix is an additive identity

k-(A+B)=(k-A)+ (k-B) scalar multiplication is distributive over matrix addition
(k+D)-A=((k-A)+ (-4 scalar multiplication is distributive over the addition of numbers
(k-D-A=k-(-4)

R o
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» Matrix multiplication (product of two matrices)

Caution! We DO NOT multiply two matrices by multiplying their corresponding members.

A product of row matrix and column matrix:

IfA=[011 Q2 .. Qgp]is arow matrix (1 Xm) and B = Ibgll is a column matrix (m X 1), then:

A-B =[cq1] tobe 1 X 1 matrix (a number), where
C11 = Qqq° b1+ ay3 by +ag3 b3+ -+ Ay by
B-A= [Cij] to be m X m matrix, where  ¢;; = b;; - aq;.

The Falck’s diagrams:

. bll
B = b21
) ' mx1

A=[Aq1 Q2 - Qim]igy| [c11]ix1 =A-B
A=|la;; - alAf e Qim]y,
b4 [51_1 T Cim
b Ci _
B = i1 [ J =B A
C Cmi
b1 X1 mil mj Cmmd om

Example 1.5a) For given matrices A and B compute A - B and B - A.
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A product of two matrices:
IfA = [ai j] isanm X p matrix and B = [bl- f]pxn is a p X n matrix, then their product

A-B=le], .
Cij = ail-b1j+ aiz-b2j+ai3-b3j+---+aip-bpj

(cij is an inner product of ith row of the first matrix and jth column of the second matrix: ¢;; = rfo ch ).

mxp

is an m X n matrix with elements ¢;;, such that:

The Falck’s diagram:
by .. by bin
b w by; b
B = 21 D2j 2n
b b,
p1 + Ypj ond o n
4 p
] [011 | Cin
ai;p  Q4pp Aip |« ——Cjj
A= : : ‘ { : : " =A'B
a )
Am1 Am2 mp mxp Cm1 Cm] w Cmn mxn

Example 1.5b) For given matrices A and B compute A+ B and B - A.

Remark Let A € My, (R), B € My, (R), C € My (R), I € M, (R). Then:
1. A-B#+B-A

2. A-(B-C)=(A-B)-C associativity of multiplication

3. I-A=A-1=A4 identity matrix is a multiplication identity

Remark IfA € M, (R) is a square matrix, we can define powers of it: A> = A+ A, A3 = A% A, and so on.
In general for any positive integer k we have A¥*1 = A* - A, where we take A® = I,,.

Example 1.6 For a matrix A compute AZ.
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1.3 Determinant of a square matrix

Let A € M,(R). Determinant is a real number uniquely associated with square matrix.

all alz es aln
. . . arq ary e Qon
We will denote the determinant of the matrix A by detA or |A| or . . . X
An1 Anz o Gnn g

Caution! Be careful not to confuse the notation for a matrix and that for a determinant. The symbol [...]

(brackets) is used for a matrix; the symbol |... | (vertical bars) is used for the determinant of the matrix.

Remarks

e Determinant of a matrix 1 X 1, A = [a,,] (a first-order determinant): detA =a,,

aiq

e Determinant of a matrix 2 X 2, A = [ a
21

a .
a:ﬂ (a second-order determinant):

detd = a;1a2,—0a52021
(determinant is a difference between product of the elements on the primary diagonal and product of the
elements on the secondary diagonal).

a1 Q12 Qg3
A1 Qzz Azz| (athird-order determinant):
a3z; Q32 dszz

e Determinant of a matrix 3 X 3, A =

a1 Q1 -3
g1 Gzz 023
Qa1 Gy a3
a1 A1z dg3
azi Qz; Q3

detd =

= (11022033 + A21A32013 + A31012073) — (A13022031 + Q303,011 + A33012071)

(the Sarrus’ rule — only for a matrix 3 X 3; the first two rows are copied below the determinant, then the

determinant is a difference between two sums of the products of the elements on “diagonals”).

Example 1.7  Evaluate the determinant of the given matrix A.
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Definition 1.2
The minor M;; of dimension n — 1 (subdeterminant) belonging to the element a;; of a square matrix A of
order n > 2 is the determinant of the matrix obtained by deleting the ith row and the jth column of A.

-2 3 0
Example 1.8 Given the determinant det [ 5 1 —2] write the minor of each of the following elements:
7 —4 8

ai1, A3, A31.

Definition 1.3  The cofactor C;; of an element a;; of a square matrix A is given by

Cij = (D™ - My; where M;; is the minor of a;;.
-2 3 0
Example 1.8 (cont.)Given the determinant det | 5 1 —2| write the cofactor of elements: a,4, a,3, asz;.
7 —4 8

Remark  The matrix A¢ formed by all the cofactors of the elements in a matrix A = [ai j]nxn is called the

cofactor matrix A: A° = [Cif]nxn'

Definition 1.4 (by induction)
1. n =1 (first-order determinant)
A first-order determinant is defined as follows: A = [a,;] detd = a,4
2.n > 1 (nth-order determinant)
The value of a determinant may be found by multiplying every element in any row (or column) by its cofactor
and summing the products. This method is called expanding by cofactors (or Laplace expansion rule).
For the rth row of A, the determinant of A is:

a11 a12 e alj e aln
a21 azz e azj e azn

detd = det @ a,, 600 arj . =a" C?"l + Ay * CTZ + -+ [0 Crn o
An1 QApz = Qnj ° QApp

For the rth column of A, the determinant of A is:

A1 Az e Qyp e Qg
Ay1 Ay o Qyp e Gop

detd = det Ay A v Ay v Qg | G Cir +ay-Co +-+a, -Cpy.
An1 QApz = Oy = Opp
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Example 1.9  Evaluate the determinant of the given matrix A.

Basic properties of the determinants of matrices: Let A,B,I € M, (R) and k € R. Then:

1.

2
3
4.
5

7.

det/] =1

detA” = det4

det(kA) = k™det A

det(A-B) = detA - detB

If any of two rows (columns) of A are interchanged, the determinant of the new matrix equals
—det A.

The determinant is zero if:

a) two rows (two columns) of A are identical,
b) a matrix has a row (column) containing all zeros,

¢) two rows (two columns) of a matrix are proportional.

If the result of multiplying a row (column) of A by a constant is added to another row (column) of 4,

the determinant of the new matrix is equal to det A.
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1.4. Elementary row or column operations

Elementary row or column operations (elementary transformations) are:

1. The interchanging of any two rows (columns) of a matrix (r; < 7;; <> means “change”).

2. Multiplying of each element of a row (column) by the same nonzero number (kr; = 1{; + means
“replaces™).

3. The replacement of any row (column) by the sum of that row (column) and a nonzero multiple of some
other row (column) (7; + krj = 17).

Applications:

1.  Calculating determinants: before expanding by cofactors we may transform a determinant with the
help of elementary transformations into a form such that it contains as many zeros as possible or into a
triangular matrix.

2. Finding the inverse of a matrix.

3. Solving general system of linear equations (the Gauss or Gauss-Jordan elimination methods).
Properties:
e Operation 1) changes determinant of a matrix (det A’ = —det A).

e Operation 2) changes determinant of a matrix (det A’ = k det A).
e Operation 3) does NOT change determinant of a matrix (det A" = det A).

Example 1.10  Evaluate the determinant of the given matrix A.
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1.5 Inverse of a matrix

Definition 1.5. Let A € M,(R). A matrix A~ € M,,(R) is called an inverse matrix of A with respect

to multiplication (in short: inverse of A), iff: A-At=4"1-4=1
Remarks

J A square matrix A has at most one inverse.

. A square matrix A which has the inverse matrix is called invertible.
Caution!  Not all square matrices are invertible.

Remark A square matrix 4 is invertible iff detA # 0.

» Inverse matrix using cofactors

Theorem 1.1. Let A€ M,(R), detA # 0and A° € M,,(R) beits cofactor matrix. Then A is invertible

and Al=—. [AC]T.
detA

Remark [AC]T is called the adjoint (or adjugate) matrix.

Procedure for calculating the inverse A~ of a matrix A using the cofactors:
a) checkifdetAd # 0,
b)  find the cofactor of each element,
c) replace each element by its cofactor,
d)  find the transpose of the matrix found in (c),

e)  multiply the matrix in (d) by @.
The resultis A7,

Example 1.11a If possible find inverse of given matrices.
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» Inverse matrix using elementary row (column) operations (the Gauss-Jordan reduction method)

Procedure for calculating the inverse A~1 of a matrix A using elementary row (column) operations:

a) first we form a new matrix consisting, on the left, of the matrix A, on the right, of the corresponding
identity matrix I: [A : I],

b) now we use elementary row operations to produce matrix:[/ : A71],

¢) we attempt to transform A to an identity matrix, but whatever operations we perform, we do on the
identity matrix,

d) the matrix on the right will be A™1.

Example 1.11b If possible find inverse of given matrices.
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1.6 Matrix equations
A matrix equation is an equation in which a variable stands for a matrix. In solving a matrix equation, basic

matrix operations and an inverse of a matrix are used. Each matrix equation of the linear type can be reduced
to one of the following two forms:
1) Equation of the form: A- X = B where A € M(n,n),B € M(n,p),detA # 0.
Solution: X = A™! - B, where X € M(n, p) (multiply both sides of the equation on the left side by the inverse
matrix of A due to the non-commutativity of matrix multiplication).
A-X=B o AlA-X=A1Bol-X=41Bo X=4"1B.
Remark 1. If X-A=B where A € M(n,n),B € M(p,n),detA# 0 then X =B-A"!, where X €
M(p,n) (multiply both sides of the equation on the right side by the inverse matrix of A due to the non-
commutativity of matrix multiplication).
X-A=Bo X A-Al'=B-AleX-I=B-AleX=B-A"1
Remark 2. If A- X -B = C where A € M(n,n), B € M(p,p), C € M(n,p),
detA # 0,detB # 0 thenX =A™ -C-B~1.
A-X'B=C o A A-X-B-B'=4A1(CBltel X I=4A"1CB'e
© X=A4"1-C-B7L

2) Equation of the form: A- X = B where B € M(n,p),A € M(n,n) and detA=0orA & M(n,n).

Solution: We search the solution by substituting the form of the general matrix X with specific dimensions for
which the multiplication A - X is feasible and the dimensions of the resulting product were the same as the
dimensions of matrix B. After performing operations on matrices, we may find the solution by solving a

system of linear equations.

Remark An equation of the form 1) we can solve by substituting the form of the general matrix X with specific

dimensions as in equations of type 2).

Example 1.12 Given 4 = [; _42] B = [:)L _13] determine matrices X and Y satisfying:
1) A-X=B, b) Y-A=B, c)[é 1 ﬂ-x:z.
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1.7* Matrix algebra in macroeconomics

Macroeconomics is concerned with the working of the economy as a whole rather than with individual

markets.

Example 1.13. A macroeconomic model of the economy.

Symbols and assumptions:

1. Households considered in aggregate earn their incomes (in a form of wages, salaries or profits) by
producing output.

Q - value of output
Y — aggregate household income

2. Aggregate household income must equal the value of output: Y = Q.

3. Output must be bought by somebody, otherwise it would not be produced so value of output must equal
demand (or aggregate expenditure): Q = E, where E — demand; aggregate expenditure.

4. Aggregate expenditure consists of consumption expenditure and investments expenditure: E = C + I,
where C— consumption expenditure, /— investment expenditure (assumed exogenous).

5. Planed household consumption € is a (linear) function of household income: € = aY + b, where a is
called the marginal propensity to consume and 0 <a < 1,b > 0. a > 0 means increase in planned
consumption.

6. Planed or desired savings S=Y —C =Y — (a¥Y +b) = (1 —a)Y — b (savings function), where
1 — a is the marginal propensity to save.

7. Taxes T of all income is at arate t: T = tY, so disposable incomeis: Y; =Y —T.

8. G is (government) spending on goods and services.

Identities of the model:

E =Y =C + I+ G (equilibrium condition) (1)

C=C=aYy+b=a(lY —T) + b (consumption function, a behavioural relationship)  (2)
T=ty @)

ey Y-C=1+G 1 -1 0] [Y] [I+G
Q) ej—ay+C+aT=be|-a 1 a||C|=]| b
3 —tY+T=0 —t o0 1l 1T 0
The matrix form: A - x = B, where:
1 -1 0
A=|—a 1 a]| matrix of parameters (the marginal propensity to consume a and tax rate t)
-t 0 1
Y
x = |C| is avector of unknows (income Y, consumption C, taxes T
LT
1+G ~
9. B=| p is a vector of exogenous variables (investment /, spending on goods and services G)
0
Y] 1 [ 1 1 —a I+G
A-x=Bex=A"1B o |C|l=————[a1-t) 1 -a b
vl 1=ed=0] t 1—al l o
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