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How to Use the CFA 
Program Curriculum

The CFA® Program exams measure your mastery of the core knowledge, skills, and 
abilities required to succeed as an investment professional. These core competencies 
are the basis for the Candidate Body of Knowledge (CBOK™). The CBOK consists of 
four components:

A broad outline that lists the major CFA Program topic areas (www 
.cfainstitute .org/ programs/ cfa/ curriculum/ cbok/ cbok)
Topic area weights that indicate the relative exam weightings of the top-level 
topic areas (www .cfainstitute .org/ en/ programs/ cfa/ curriculum)
Learning outcome statements (LOS) that advise candidates about the 
specific knowledge, skills, and abilities they should acquire from curricu-
lum content covering a topic area: LOS are provided at the beginning of 
each block of related content and the specific lesson that covers them. We 
encourage you to review the information about the LOS on our website 
(www .cfainstitute .org/ programs/ cfa/ curriculum/ study -sessions), including 
the descriptions of LOS “command words” on the candidate resources page 
at www .cfainstitute .org/ -/ media/ documents/ support/ programs/ cfa -and 
-cipm -los -command -words .ashx.
The CFA Program curriculum that candidates receive access to upon exam 
registration

Therefore, the key to your success on the CFA exams is studying and understanding 
the CBOK. You can learn more about the CBOK on our website: www .cfainstitute 
.org/ programs/ cfa/ curriculum/ cbok. 

The curriculum, including the practice questions, is the basis for all exam questions. 
The curriculum is selected or developed specifically to provide candidates with the 
knowledge, skills, and abilities reflected in the CBOK.

CFA INSTITUTE LEARNING ECOSYSTEM (LES)

Your exam registration fee includes access to the CFA Institute Learning Ecosystem 
(LES). This digital learning platform provides access, even offline, to all the curriculum 
content and practice questions. The LES is organized as a series of learning modules 
consisting of short online lessons and associated practice questions. This tool is your 
source for all study materials, including practice questions and mock exams. The LES 
is the primary method by which CFA Institute delivers your curriculum experience. 
Here, candidates will find additional practice questions to test their knowledge. Some 
questions in the LES provide a unique interactive experience.

DESIGNING YOUR PERSONAL STUDY PROGRAM

An orderly, systematic approach to exam preparation is critical. You should dedicate 
a consistent block of time every week to reading and studying. Review the LOS both 
before and after you study curriculum content to ensure you can demonstrate the 
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How to Use the CFA Program Curriculumviii

knowledge, skills, and abilities described by the LOS and the assigned reading. Use 
the LOS as a self-check to track your progress and highlight areas of weakness for 
later review.

Successful candidates report an average of more than 300 hours preparing for each 
exam. Your preparation time will vary based on your prior education and experience, 
and you will likely spend more time on some topics than on others. 

ERRATA

The curriculum development process is rigorous and involves multiple rounds of 
reviews by content experts. Despite our efforts to produce a curriculum that is free of 
errors, in some instances, we must make corrections. Curriculum errata are periodically 
updated and posted by exam level and test date on the Curriculum Errata webpage 
(www .cfainstitute .org/ en/ programs/ submit -errata). If you believe you have found an 
error in the curriculum, you can submit your concerns through our curriculum errata 
reporting process found at the bottom of the Curriculum Errata webpage. 

OTHER FEEDBACK

Please send any comments or suggestions to info@ cfainstitute .org, and we will review 
your feedback thoughtfully. 
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Rates and Returns
by Richard A. DeFusco, PhD, CFA, Dennis W. McLeavey, DBA, CFA, Jerald 
E. Pinto, PhD, CFA, David E. Runkle, PhD, CFA, and Vijay Singal, PhD, 
CFA.

Richard A. DeFusco, PhD, CFA, is at the University of Nebraska-Lincoln (USA). Dennis W. 
McLeavey, DBA, CFA, is at the University of Rhode Island (USA). Jerald E. Pinto, PhD, 
CFA, is at CFA Institute (USA). David E. Runkle, PhD, CFA, is at Jacobs Levy Equity 
Management (USA). Vijay Singal, PhD, CFA, is at Virginia Tech (USA).

LEARNING OUTCOMES
Mastery The candidate should be able to:

interpret interest rates as required rates of return, discount rates, or 
opportunity costs and explain an interest rate as the sum of a real 
risk-free rate and premiums that compensate investors for bearing 
distinct types of risk
calculate and interpret different approaches to return measurement 
over time and describe their appropriate uses
compare the money-weighted and time-weighted rates of return and 
evaluate the performance of portfolios based on these measures
calculate and interpret annualized return measures and continuously 
compounded returns, and describe their appropriate uses
calculate and interpret major return measures and describe their 
appropriate uses

INTRODUCTION

Interest rates are a critical concept in finance. In some cases, we assume a particular 
interest rate and in others, the interest rate remains the unknown quantity to deter-
mine. Although the pre-reads have covered the mechanics of time value of money 
problems, here we first illustrate the underlying economic concepts by explaining 
the meaning and interpretation of interest rates and then calculate, interpret, and 
compare different return measures.

1

L E A R N I N G  M O D U L E

1

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 1 Rates and Returns4

LEARNING MODULE OVERVIEW

 ■ An interest rate, r, can have three interpretations: (1) a 
required rate of return, (2) a discount rate, or (3) an opportu-
nity cost. An interest rate reflects the relationship between differently 
dated cash flows.

 ■ An interest rate can be viewed as the sum of the real risk-free inter-
est rate and a set of premiums that compensate lenders for bearing 
distinct types of risk: an inflation premium, a default risk premium, a 
liquidity premium, and a maturity premium.

 ■ The nominal risk-free interest rate is approximated as the sum of the 
real risk-free interest rate and the inflation premium.

 ■ A financial asset’s total return consists of two components: an income 
yield consisting of cash dividends or interest payments, and a return 
reflecting the capital gain or loss resulting from changes in the price of 
the financial asset.

 ■ A holding period return, R, is the return that an investor earns for a 
single, specified period of time (e.g., one day, one month, five years).

 ■ Multiperiod returns may be calculated across several holding periods 
using different return measures (e.g., arithmetic mean, geometric 
mean, harmonic mean, trimmed mean, winsorized mean). Each return 
computation has special applications for evaluating investments.

 ■ The choice of which of the various alternative measurements of mean 
to use for a given dataset depends on considerations such as the 
presence of extreme outliers, outliers that we want to include, whether 
there is a symmetric distribution, and compounding.

 ■ A money-weighted return reflects the actual return earned on an 
investment after accounting for the value and timing of cash flows 
relating to the investment.

 ■ A time-weighted return measures the compound rate of growth of one 
unit of currency invested in a portfolio during a stated measurement 
period. Unlike a money-weighted return, a time-weighted return is not 
sensitive to the timing and amount of cashflows and is the preferred 
performance measure for evaluating portfolio managers because cash 
withdrawals or additions to the portfolio are generally outside of the 
control of the portfolio manager.

 ■ Interest may be paid or received more frequently than annually. The 
periodic interest rate and the corresponding number of compounding 
periods (e.g., quarterly, monthly, daily) should be adjusted to compute 
present and future values.

 ■ Annualizing periodic returns allows investors to compare different 
investments across different holding periods to better evaluate and 
compare their relative performance. With the number of compound-
ing periods per year approaching infinity, the interest is compound 
continuously.

 ■ Gross return, return prior to deduction of managerial and adminis-
trative expenses (those expenses not directly related to return gener-
ation), is an appropriate measure to evaluate the comparative perfor-
mance of an asset manager.
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Interest Rates and Time Value of Money 5

 ■ Net return, which is equal to the gross return less managerial and 
administrative expenses, is a better return measure of what an investor 
actually earned.

 ■ The after-tax nominal return is computed as the total return minus 
any allowance for taxes on dividends, interest, and realized gains.

 ■ Real returns are particularly useful in comparing returns across time 
periods because inflation rates may vary over time and are particularly 
useful for comparing investments across time periods and perfor-
mance between different asset classes with different taxation.

 ■ Leveraging a portfolio, via borrowing or futures, can amplify the port-
folio’s gains or losses.

INTEREST RATES AND TIME VALUE OF MONEY

interpret interest rates as required rates of return, discount rates, or 
opportunity costs and explain an interest rate as the sum of a real 
risk-free rate and premiums that compensate investors for bearing 
distinct types of risk

The time value of money establishes the equivalence between cash flows occurring on 
different dates. As cash received today is preferred to cash promised in the future, we 
must establish a consistent basis for this trade-off to compare financial instruments in 
cases in which cash is paid or received at different times. An interest rate (or yield), 
denoted r, is a rate of return that reflects the relationship between differently dated 
– timed – cash flows. If USD 9,500 today and USD 10,000 in one year are equivalent 
in value, then USD 10,000 – USD 9,500 = USD 500 is the required compensation for 
receiving USD 10,000 in one year rather than now. The interest rate (i.e., the required 
compensation stated as a rate of return) is USD 500/USD 9,500 = 0.0526 or 5.26 percent.

Interest rates can be thought of in three ways:

 ■ First, they can be considered required rates of return—that is, the minimum 
rate of return an investor must receive to accept an investment.

 ■ Second, interest rates can be considered discount rates. In the previous 
example, 5.26 percent is the discount rate at which USD 10,000 in one year 
is equivalent to USD 9,500 today. Thus, we use the terms “interest rate” and 
“discount rate” almost interchangeably.

 ■ Third, interest rates can be considered opportunity costs. An opportunity 
cost is the value that investors forgo by choosing a course of action. In the 
example, if the party who supplied USD 9,500 had instead decided to spend 
it today, he would have forgone earning 5.26 percent by consuming rather 
than saving. So, we can view 5.26 percent as the opportunity cost of current 
consumption.

2
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Learning Module 1 Rates and Returns6

Determinants of Interest Rates
Economics tells us that interest rates are set by the forces of supply and demand, where 
investors supply funds and borrowers demand their use. Taking the perspective of 
investors in analyzing market-determined interest rates, we can view an interest rate 
r as being composed of a real risk-free interest rate plus a set of premiums that are 
required returns or compensation for bearing distinct types of risk:

 r = Real risk-free interest rate + Inflation premium + Default risk premium + 
Liquidity premium + Maturity premium. (1)

 ■ The real risk-free interest rate is the single-period interest rate for a com-
pletely risk-free security if no inflation were expected. In economic theory, 
the real risk-free rate reflects the time preferences of individuals for current 
versus future real consumption.

 ■ The inflation premium compensates investors for expected inflation and 
reflects the average inflation rate expected over the maturity of the debt. 
Inflation reduces the purchasing power of a unit of currency—the amount 
of goods and services one can buy with it.

 ■ The default risk premium compensates investors for the possibility that the 
borrower will fail to make a promised payment at the contracted time and in 
the contracted amount.

 ■ The liquidity premium compensates investors for the risk of loss relative 
to an investment’s fair value if the investment needs to be converted to 
cash quickly. US Treasury bills (T-bills), for example, do not bear a liquidity 
premium because large amounts of them can be bought and sold without 
affecting their market price. Many bonds of small issuers, by contrast, trade 
infrequently after they are issued; the interest rate on such bonds includes a 
liquidity premium reflecting the relatively high costs (including the impact 
on price) of selling a position.

 ■ The maturity premium compensates investors for the increased sensitivity 
of the market value of debt to a change in market interest rates as maturity 
is extended, in general (holding all else equal). The difference between the 
interest rate on longer-maturity, liquid Treasury debt and that on short-term 
Treasury debt typically reflects a positive maturity premium for the 
longer-term debt (and possibly different inflation premiums as well).

The sum of the real risk-free interest rate and the inflation premium is the nominal 
risk-free interest rate:

The nominal risk-free interest rate reflects the combination of a real risk-free rate 
plus an inflation premium:

 (1 + nominal risk-free rate) = (1 + real risk-free rate)(1 + inflation premium).

In practice, however, the nominal rate is often approximated as the sum of the 
real risk-free rate plus an inflation premium:

 Nominal risk-free rate = Real risk-free rate + inflation premium.

Many countries have short-term government debt whose interest rate can be 
considered to represent the nominal risk-free interest rate over that time horizon in 
that country. The French government issues BTFs, or negotiable fixed-rate discount 
Treasury bills (Bons du Trésor à taux fixe et à intérêts précomptés), with maturities 
of up to one year. The Japanese government issues a short-term Treasury bill with 
maturities of 6 and 12 months. The interest rate on a 90-day US T-bill, for example, 
represents the nominal risk-free interest rate for the United States over the next three 
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Interest Rates and Time Value of Money 7

months. Typically, interest rates are quoted in annual terms, so the interest rate on a 
90-day government debt security quoted at 3 percent is the annualized rate and not 
the actual interest rate earned over the 90-day period.

Whether the interest rate we use is a required rate of return, or a discount rate, 
or an opportunity cost, the rate encompasses the real risk-free rate and a set of risk 
premia that depend on the characteristics of the cash flows. The foundational set of 
premia consist of inflation, default risk, liquidity risk, and maturity risk. All these premia 
vary over time and continuously change, as does the real risk-free rate. Consequently, 
all interest rates fluctuate, but how much they change depends on various economic 
fundamentals—and on the expectation of how these various economic fundamentals 
can change in the future.

EXAMPLE 1

Determining Interest Rates

Exhibit 1 presents selected information for five debt securities. All five invest-
ments promise only a single payment at maturity. Assume that premiums relating 
to inflation, liquidity, and default risk are constant across all time horizons.

 

Exhibit 1: Investments Alternatives and Their Characteristics
 

 

Investment
Maturity 
(in years) Liquidity Default Risk

Interest Rate 
(%)

1 2 High Low 2.0
2 2 Low Low 2.5
3 7 Low Low r3

4 8 High Low 4.0
5 8 Low High 6.5

 

Based on the information in Exhibit 1, address the following:

1. Explain the difference between the interest rates offered by Investment 1 
and Investment 2.
Solution:
Investment 2 is identical to Investment 1 except that Investment 2 has low 
liquidity. The difference between the interest rate on Investment 2 and In-
vestment 1 is 0.5 percent. This difference in the two interest rates represents 
a liquidity premium, which represents compensation for the lower liquidity 
of Investment 2 (the risk of loss relative to an investment’s fair value if the 
investment needs to be converted to cash quickly).

2. Estimate the default risk premium affecting all securities.
Solution:
To estimate the default risk premium, identify two investments that have the 
same maturity but different levels of default risk. Investments 4 and 5 both 
have a maturity of eight years but different levels of default risk. Investment 
5, however, has low liquidity and thus bears a liquidity premium relative to 
Investment 4. From Part A, we know the liquidity premium is 0.5 percent. 
The difference between the interest rates offered by Investments 5 and 4 is 
2.5 percent (6.5% − 4.0%), of which 0.5 percent is a liquidity premium. This 
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Learning Module 1 Rates and Returns8

implies that 2.0 percent (2.5% − 0.5%) must represent a default risk premium 
reflecting Investment 5’s relatively higher default risk.

3. Calculate upper and lower limits for the unknown interest rate for Invest-
ment 3, r3.
Solution:
Investment 3 has liquidity risk and default risk comparable to Investment 2, 
but with its longer time to maturity, Investment 3 should have a higher ma-
turity premium and offer a higher interest rate than Investment 2. Therefore, 
the interest rate on Investment 3, r3, should thus be above 2.5 percent (the 
interest rate on Investment 2).
If the liquidity of Investment 3 was high, Investment 3 would match Invest-
ment 4 except for Investment 3’s shorter maturity. We would then conclude 
that Investment 3’s interest rate should be less than the interest rate offered 
by Investment 4, which is 4 percent. In contrast to Investment 4, however, 
Investment 3 has low liquidity. It is possible that the interest rate on Invest-
ment 3 exceeds that of Investment 4 despite Investment 3’s shorter maturity, 
depending on the relative size of the liquidity and maturity premiums. How-
ever, we would expect r3 to be less than 4.5 percent, the expected interest 
rate on Investment 4 if it had low liquidity (4% + 0.5%, the liquidity premi-
um). Thus, we should expect in the interest rate offered by Investment 3 to 
be between 2.5 percent and 4.5 percent.

RATES OF RETURN

calculate and interpret different approaches to return measurement 
over time and describe their appropriate uses

Financial assets are frequently defined in terms of their return and risk characteristics. 
Comparison along these two dimensions simplifies the process of building a portfolio 
from among all available assets. In this lesson, we will compute, evaluate, and compare 
various measures of return.

Financial assets normally generate two types of return for investors. First, they 
may provide periodic income through cash dividends or interest payments. Second, 
the price of a financial asset can increase or decrease, leading to a capital gain or loss.

Some financial assets provide return through only one of these mechanisms. For 
example, investors in non-dividend-paying stocks obtain their return from price 
movement only. Other assets only generate periodic income. For example, defined 
benefit pension plans and retirement annuities make income payments over the life 
of a beneficiary.

Holding Period Return
Returns can be measured over a single period or over multiple periods. Single-period 
returns are straightforward because there is only one way to calculate them. 
Multiple-period returns, however, can be calculated in various ways and it is important 
to be aware of these differences to avoid confusion.

3
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Rates of Return 9

A holding period return, R, is the return earned from holding an asset for a single 
specified period of time. The period may be one day, one week, one month, five years, 
or any specified period. If the asset (e.g., bond, stock) is purchased today, time (t = 0), 
at a price of 100 and sold later, say at time (t = 1), at a price of 105 with no dividends 
or other income, then the holding period return is 5 percent [(105 − 100)/100)]. If the 
asset also pays income of two units at time (t = 1), then the total return is 7 percent. 
This return can be generalized and shown as a mathematical expression in which P 
is the price and I is the income, as follows:

  R =   
 ( P  1   −  P  0  )  +  I  1  

 _  P  0      , (1)

where the subscript indicates the time of the price or income; (t = 0) is the begin-
ning of the period; and (t = 1) is the end of the period. The following two observations 
are important.

 ■ We computed a capital gain of 5 percent and an income yield of 2 per-
cent in this example. For ease of illustration, we assumed that the income 
is paid at time t = 1. If the income was received before t = 1, our holding 
period return may have been higher if we had reinvested the income for the 
remainder of the period.

 ■ Return can be expressed in decimals (0.07), fractions (7/100), or as a percent 
(7 percent). They are all equivalent.

A holding period return can be computed for a period longer than one year. For 
example, an analyst may need to compute a one-year holding period return from 
three annual returns. In that case, the one-year holding period return is computed 
by compounding the three annual returns:

 R = [(1 + R1) × (1 + R2) × (1 + R3)] − 1,

where R1, R2, and R3 are the three annual returns.

Arithmetic or Mean Return
Most holding period returns are reported as daily, monthly, or annual returns. When 
assets have returns for multiple holding periods, it is necessary to normalize returns 
to a common period for ease of comparison and understanding. There are different 
methods for aggregating returns across several holding periods. The remainder of 
this section presents various ways of computing average returns and discusses their 
applicability.

The simplest way to compute a summary measure for returns across multiple 
periods is to take a simple arithmetic average of the holding period returns. Thus, 
three annual returns of −50 percent, 35 percent, and 27 percent will give us an average 
of 4 percent per year =   (  − 50 %  + 35 %  + 27%  ________________ 3  )  . The arithmetic average return is easy to 

compute and has known statistical properties.
In general, the arithmetic or mean return is denoted by     

_
 R    i    and given by the 

following equation for asset i, where Rit is the return in period t and T is the total 
number of periods:

     
_

 R    i   =   
 R  i1   +  R  i2   + … +  R  i,T−1   +  R  iT  

  ____________________  T   =   1 _ T    ∑ 
t=1

  
T
     R  it   . (2)
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Learning Module 1 Rates and Returns10

Geometric Mean Return
The arithmetic mean return assumes that the amount invested at the beginning of each 
period is the same. In an investment portfolio, however, even if there are no cash flows 
into or out of the portfolio the base amount changes each year. The previous year’s 
earnings must be added to the beginning value of the subsequent year’s investment—
these earnings will be “compounded” by the returns earned in that subsequent year. 
We can use the geometric mean return to account for the compounding of returns.

A geometric mean return provides a more accurate representation of the growth in 
portfolio value over a given time period than the arithmetic mean return. In general, 
the geometric mean return is denoted by     

_
 R    Gi    and given by the following equation 

for asset i:

     
_

 R    Gi   =  T √ 
_________________________________________

      (1 +  R  i1  )  ×  (1 +  R  i2  )  × … ×  (1 +  R  i,T−1  )  ×  (1 +  R  iT  )    − 1  (3)

  =  
T
 √ 
____________

   ∏ 
t=1

  
T
    (1 +  R  t  )     − 1  ,

where Rit is the return in period t and T is the total number of periods.
In the example in the previous section, we calculated the arithmetic mean to be 

4.00 percent. Using Equation 4, we can calculate the geometric mean return from the 
same three annual returns:

     
_

 R    Gi   =  
3
 √ 
_____________________________

    (1 − 0.50)  ×  (1 + 0.35)  ×  (1 + 0.27)    − 1 =   − 0.0500 .

Exhibit 2 shows the actual return for each year and the balance at the end of each 
year using actual returns.

Exhibit 2: Portfolio Value and Performance

Actual Return 
for the Year 

(%)
Year-End 
Amount

Year-End Amount 
Using Arithmetic 

Return of 4%

Year-End Amount 
Using Geometric 

Return of −5%

Year 0   EUR1.0000 EUR1.0000 EUR1.0000
Year 1 −50 0.5000 1.0400 0.9500
Year 2 35 0.6750 1.0816 0.9025
Year 3 27 0.8573 1.1249 0.8574

Beginning with an initial investment of EUR1.0000, we will have a balance of EUR0.8573 
at the end of the three-year period as shown in the fourth column of Exhibit 2. Note 
that we compounded the returns because, unless otherwise stated, we earn a return 
on the balance as of the end of the prior year. That is, we will receive a return of 35 
percent in the second year on the balance at the end of the first year, which is only 
EUR0.5000, not the initial balance of EUR1.0000. Let us compare the balance at the 
end of the three-year period computed using geometric returns with the balance we 
would calculate using the 4 percent annual arithmetic mean return from our earlier 
example. The ending value using the arithmetic mean return is EUR1.1249 (=1.0000 × 
1.043). This is much larger than the actual balance at the end of Year 3 of EUR0.8573.

In general, the arithmetic return is biased upward unless each of the underlying 
holding period returns are equal. The bias in arithmetic mean returns is particularly 
severe if holding period returns are a mix of both positive and negative returns, as 
in this example.

We will now look at three examples that calculate holding period returns over 
different time horizons.
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EXAMPLE 2

Holding Period Return

1. An investor purchased 100 shares of a stock for USD34.50 per share at the 
beginning of the quarter. If the investor sold all of the shares for USD30.50 
per share after receiving a USD51.55 dividend payment at the end of the 
quarter, the investor’s holding period return is closest to:

A. −13.0 percent.
B. −11.6 percent.
C. −10.1 percent.

Solution:
C is correct. Applying Equation 2, the holding period return is −10.1 per-
cent, calculated as follows:
R = (3,050 − 3,450 + 51.55)/3,450 = −10.1%.
The holding period return comprised of a dividend yield of 1.49 percent (= 
51.55/3,450) and a capital loss of −11.59 percent (= −400/3,450).

EXAMPLE 3

Holding Period Return

1. An analyst obtains the following annual rates of return for a mutual fund, 
which are presented in Exhibit 3.

 

Exhibit 3: Mutual Fund Performance, 20X8–20X0
 

 

Year Return (%)

20X8 14
20X9 −10
20X0 −2

 

The fund’s holding period return over the three-year period is closest to:

A. 0.18 percent.
B. 0.55 percent.
C. 0.67 percent.

Solution:
B is correct. The fund’s three-year holding period return is 0.55 percent, 
calculated as follows:

 R = [(1 + R1) × (1 + R2) × (1 + R3)] − 1,

 R = [(1 + 0.14)(1 − 0.10)(1 − 0.02)] − 1 = 0.0055 = 0.55%.
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EXAMPLE 4

Geometric Mean Return

1. An analyst observes the following annual rates of return for a hedge fund, 
which are presented in Exhibit 4.

 

Exhibit 4: Hedge Fund Performance, 20X8–20X0
 

 

Year Return (%)

20X8 22
20X9 −25
20X0 11

 

The fund’s geometric mean return over the three-year period is closest to:

A. 0.52 percent.
B. 1.02 percent.
C. 2.67 percent.

Solution:
A is correct. Applying Equation 4, the fund’s geometric mean return over 
the three-year period is 0.52 percent, calculated as follows:

     
_

 R    G    = [(1 + 0.22)(1 − 0.25)(1 + 0.11)](1/3) − 1 = 1.0157(1/3) − 1 = 0.0052 

 = 0.52%.

EXAMPLE 5

Geometric and Arithmetic Mean Returns

1. Consider the annual return data for the group of countries in Exhibit 5.
 

Exhibit 5: Annual Returns for Years 1 to 3 for Selected Countries’ 
Stock Indexes

 

 

Index

52-Week Return (%) Average 3-Year Return

Year 1 Year 2 Year 3 Arithmetic Geometric

Country A −15.6 −5.4 6.1 −4.97 −5.38
Country B 7.8 6.3 −1.5 4.20 4.12
Country C 5.3 1.2 3.5 3.33 3.32
Country D −2.4 −3.1 6.2 0.23 0.15
Country E −4.0 −3.0 3.0 −1.33 −1.38
Country F 5.4 5.2 −1.0 3.20 3.16
Country G 12.7 6.7 −1.2 6.07 5.91
Country H 3.5 4.3 3.4 3.73 3.73
Country I 6.2 7.8 3.2 5.73 5.72
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Index

52-Week Return (%) Average 3-Year Return

Year 1 Year 2 Year 3 Arithmetic Geometric

Country J 8.1 4.1 −0.9 3.77 3.70
Country K 11.5 3.4 1.2 5.37 5.28

 

Calculate the arithmetic and geometric mean returns over the three years 
for the following three stock indexes: Country D, Country E, and Country F.
Solution:
The arithmetic mean returns are as follows:

 

 

Annual Return (%) Sum 

  ∑ 
i=1

  
3

   R  i    

Arithmetic 
Mean Return 

(%)Year 1 Year 2 Year 3

Country D −2.4 −3.1 6.2 0.7 0.233
Country E −4.0 −3.0 3.0 −4.0 −1.333
Country F 5.4 5.2 −1.0 9.6 3.200

 

The geometric mean returns are as follows:
 

 

1 + Return in Decimal Form 
(1 + Rt) Product 

  
∏ 

t
  

T
   (1 +  R  t  )   

3rd root 

   [ ∏ 
t
  

T
   (1 +  R  t  )  ]    

 1 ⁄ 3 

  

Geometric 
mean 

return (%)Year 1 Year 2 Year 3

Country D 0.976 0.969 1.062 1.00438 1.00146 0.146
Country E 0.960 0.970 1.030 0.95914 0.98619 −1.381
Country F 1.054 1.052 0.990 1.09772 1.03157 3.157

 

In Example 5, the geometric mean return is less than the arithmetic mean return 
for each country’s index returns. In fact, the geometric mean is always less than or 
equal to the arithmetic mean with one exception: the two means will be equal is when 
there is no variability in the observations—that is, when all the observations in the 
series are the same.

In general, the difference between the arithmetic and geometric means increases 
with the variability within the sample; the more disperse the observations, the greater 
the difference between the arithmetic and geometric means. Casual inspection of the 
returns in Exhibit 5 and the associated graph of means in Exhibit 6 suggests a greater 
variability for Country A’s index relative to the other indexes, and this is confirmed 
with the greater deviation of the geometric mean return (−5.38 percent) from the 
arithmetic mean return (−4.97 percent). How should the analyst interpret these results?

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 1 Rates and Returns14

Exhibit 6: Arithmetic and Geometric Mean Returns for Country Stock 
Indexes, Years 1 to 3

Country

B

A

C

D

F

E

G

H

I

J

K

6 8–4 –2 4 620

Mean Return (%)

Geometric Mean Arithmetic Average

The geometric mean return represents the growth rate or compound rate of return on 
an investment. One unit of currency invested in a fund tracking the Country B index 
at the beginning of Year 1 would have grown to (1.078)(1.063)(0.985) = 1.128725 units 
of currency, which is equal to 1 plus Country B’s geometric mean return of 4.1189 per-
cent compounded over three periods: [1 + 0.041189]3 = 1.128725. This math confirms 
that the geometric mean is the compound rate of return. With its focus on the actual 
return of an investment over a multiple-period horizon, the geometric mean is of key 
interest to investors. The arithmetic mean return, focusing on average single-period 
performance, is also of interest. Both arithmetic and geometric means have a role to 
play in investment management, and both are often reported for return series.

For reporting historical returns, the geometric mean has considerable appeal 
because it is the rate of growth or return we would have to earn each year to match 
the actual, cumulative investment performance. Suppose we purchased a stock for 
EUR100 and two years later it was worth EUR100, with an intervening year at EUR200. 
The geometric mean of 0 percent is clearly the compound rate of growth during the 
two years, which we can confirm by compounding the returns: [(1 + 1.00)(1 − 0.50)]1/2 
− 1 = 0%. Specifically, the ending amount is the beginning amount times (1 + RG)2.

However, the arithmetic mean, which is [100% + −50%]/2 = 25% in the previous 
example, can distort our assessment of historical performance. As we noted, the 
arithmetic mean is always greater than or equal to the geometric mean. If we want to 
estimate the average return over a one-period horizon, we should use the arithmetic 
mean because the arithmetic mean is the average of one-period returns. If we want 
to estimate the average returns over more than one period, however, we should use 
the geometric mean of returns because the geometric mean captures how the total 
returns are linked over time.

The Harmonic Mean
The harmonic mean,     

_
 X    H   , is another measure of central tendency. The harmonic 

mean is appropriate in cases in which the variable is a rate or a ratio. The terminology 
“harmonic” arises from its use of a type of series involving reciprocals known as a 
harmonic series.
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Harmonic Mean Formula. The harmonic mean of a set of observations X1, X2, 
…, Xn is:

     
_

 X    H   =   n _ 
 ∑ 
i=1

  
n
   (1 /  X  i  )  

   , (4)

with Xi > 0 for i = 1, 2, …, n.
The harmonic mean is the value obtained by summing the reciprocals of the 

observations, 

   ∑ 
i=1

  
n
    (1 /  X  i  )   , 

the terms of the form 1/Xi, and then averaging their sum by dividing it by the 
number of observations, n, and, then finally, taking the reciprocal of that average, 

    n _ 
 ∑ 
i=1

  
n
   (1 /  X  i  )  

   .

The harmonic mean may be viewed as a special type of weighted mean in which an 
observation’s weight is inversely proportional to its magnitude. For example, if there 
is a sample of observations of 1, 2, 3, 4, 5, 6, and 1,000, the harmonic mean is 2.8560. 
Compared to the arithmetic mean of 145.8571, we see the influence of the outlier (the 
1,000) to be much less than in the case of the arithmetic mean. So, the harmonic mean 
is quite useful as a measure of central tendency in the presence of outliers.

The harmonic mean is used most often when the data consist of rates and ratios, 
such as P/Es. Suppose three peer companies have P/Es of 45, 15, and 15. The arithmetic 
mean is 25, but the harmonic mean, which gives less weight to the P/E of 45, is 19.3.

The harmonic mean is a relatively specialized concept of the mean that is appro-
priate for averaging ratios (“amount per unit”) when the ratios are repeatedly applied 
to a fixed quantity to yield a variable number of units. The concept is best explained 
through an illustration. A well-known application arises in the investment strategy 
known as cost averaging, which involves the periodic investment of a fixed amount 
of money. In this application, the ratios we are averaging are prices per share at 
different purchase dates, and we are applying those prices to a constant amount of 
money to yield a variable number of shares. An illustration of the harmonic mean to 
cost averaging is provided in Example 6.

EXAMPLE 6

Cost Averaging and the Harmonic Mean

1. Suppose an investor invests EUR1,000 each month in a particular stock for 
n = 2 months. The share prices are EUR10 and EUR15 at the two purchase 
dates. What was the average price paid for the security?
Solution:

 Purchase in the first month = EUR1,000/EUR10 = 100 shares.

 Purchase in the second month = EUR1,000/EUR15 = 66.67 shares.

The investor purchased a total of 166.67 shares for EUR2,000, so the average 
price paid per share is EUR2,000/166.67 = EUR12.
The average price paid is in fact the harmonic mean of the asset’s prices at 
the purchase dates. Using Equation 5, the harmonic mean price is 2/[(1/10) 
+ (1/15)] = EUR12. The value EUR12 is less than the arithmetic mean pur-
chase price (EUR10 + EUR15)/2 = EUR12.5.
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Because they use the same data but involve different progressions in their respec-
tive calculations, the arithmetic, geometric, and harmonic means are mathematically 
related to one another. We will not go into the proof of this relationship, but the basic 
result follows:

 Arithmetic mean × Harmonic mean = (Geometric mean)2.

Unless all the observations in a dataset are the same value, the harmonic mean is always 
less than the geometric mean, which, in turn, is always less than the arithmetic mean.

The harmonic mean only works for non-negative numbers, so when working with 
returns that are expressed as positive or negative percentages, we first convert the 
returns into a compounding format, assuming a reinvestment, as (1 + R), as was done 
in the geometric mean return calculation, and then calculate (1 + harmonic mean), 
and subtract 1 to arrive at the harmonic mean return.

EXAMPLE 7

Calculating the Arithmetic, Geometric, and Harmonic 
Means for P/Es

Each year in December, a securities analyst selects her 10 favorite stocks for 
the next year. Exhibit 7 presents the P/Es, the ratio of share price to projected 
earnings per share (EPS), for her top 10 stock picks for the next year.

 

Exhibit 7: Analyst’s 10 Favorite Stocks for Next Year
 

 

Stock P/E

Stock 1 22.29
Stock 2 15.54
Stock 3 9.38
Stock 4 15.12
Stock 5 10.72
Stock 6 14.57
Stock 7 7.20
Stock 8 7.97
Stock 9 10.34
Stock 10 8.35

 

1. Calculate the arithmetic mean P/E for these 10 stocks.
Solution:
The arithmetic mean is calculated as:

 121.48/10 = 12.1480.

2. Calculate the geometric mean P/E for these 10 stocks.
Solution:
The geometric mean P/E is calculated as:

    
_

   P _ E     
Gi

   =  
10

 √ 
_____________________

      P _ E    
1
   ×    P _ E    

2
   × … ×    P _ E    

9
   ×    P _ E    

10
      

  =  
10

 √ 
__________________________

   22.29 × 15.54…× 10.34 × 8.35   
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  =   10 √ 
______________

  38, 016, 128, 040   = 11.4287.  

The geometric mean is 11.4287. This result can also be obtained as:

    
_

   P _ E     
Gi

   =  e     
ln (22.29×15.54…×10.34×8.35)    ______________________  10   =    e     

ln (38,016,128,040) 
  ______________ 10   =  e   24.3613/10   = 11.4287 .

3. Calculate the harmonic mean P/E for the 10 stocks.
Solution:
The harmonic mean is calculated as:

     
_

 X    H   =   n _ 
 ∑ 

i=1
  

n
    (1 /  X  i  )  

   ,

     
_

 X    H   =   10  _______________________________   
 (  1 _ 22.29  )  +  (  1 _ 15.54  )  + … +  (  1 _ 10.34  )  +  (  1 _ 8.35  ) 

   ,

     
_

 X    H   = 10 / 0.9247 = 10.8142 .

In finance, the weighted harmonic mean is used when averaging rates and 
other multiples, such as the P/E ratio, because the harmonic mean gives 
equal weight to each data point, and reduces the influence of outliers.
These calculations can be performed using Excel:

 ■ To calculate the arithmetic mean or average return, the 
=AVERAGE(return1, return2, … ) function can be used.

 ■ To calculate the geometric mean return, the =GEOMEAN(return1, 
return2, … ) function can be used.

 ■ To calculate the harmonic mean return, the =HARMEAN(return1, 
return2, … ) function can be used.

In addition to arithmetic, geometric, and harmonic means, two other types of 
means can be used. Both the trimmed and the winsorized means seek to minimize 
the impact of outliers in a dataset. Specifically, the trimmed mean removes a small 
defined percentage of the largest and smallest values from a dataset containing our 
observation before calculating the mean by averaging the remaining observations.

A winsorized mean replaces the extreme observations in a dataset to limit the 
effect of the outliers on the calculations. The winsorized mean is calculated after 
replacing extreme values at both ends with the values of their nearest observations, 
and then calculating the mean by averaging the remaining observations.

However, the key question is: Which mean to use in what circumstances? The 
choice of which mean to use depends on many factors, as we describe in Exhibit 8:

 ■ Are there outliers that we want to include?
 ■ Is the distribution symmetric?
 ■ Is there compounding?
 ■ Are there extreme outliers?
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Exhibit 8: Deciding Which Measure to Use

Include all
values,

including
outliers?

Collect Sample

Compounding?

Extreme
outliers?

Yes

Yes

Yes

Geometric Mean

Arithmetic Mean

Harmonic mean,
Trimmed mean,
Winsorized mean

QUESTION SET

A fund had the following returns over the past 10 years:

Exhibit 9: 10-Year Returns
 

Year Return

1 4.5%
2 6.0%
3 1.5%
4 −2.0%
5 0.0%
6 4.5%
7 3.5%
8 2.5%
9 5.5%
10 4.0%

 

1. The arithmetic mean return over the 10 years is closest to:

A. 2.97 percent.
B. 3.00 percent.
C. 3.33 percent.

Solution:
B is correct. The arithmetic mean return is calculated as follows:
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_

 R   =  30.0%/10 = 3.0%.

2. The geometric mean return over the 10 years is closest to:

A. 2.94 percent.
B. 2.97 percent.
C. 3.00 percent.

Solution:
B is correct. The geometric mean return is calculated as follows:

     
_

 R    G   =  
10

 √ 
_____________________________________________

      (1 + 0.045)  ×  (1 + 0.06)  × … ×  (1 + 0.055)  ×  (1 + 0.04)    − 1 

     
_

 R    G   =  
10

 √ 
_

 1.3402338   − 1  = 2.9717%.

MONEY-WEIGHTED AND TIME-WEIGHTED RETURN

compare the money-weighted and time-weighted rates of return and 
evaluate the performance of portfolios based on these measures

The arithmetic and geometric return computations do not account for the timing of 
cash flows into and out of a portfolio. For example, suppose an investor experiences 
the returns shown in Exhibit 2. Instead of only investing EUR1.0 at the start (Year 
0) as was the case in Exhibit 2, suppose the investor had invested EUR10,000 at the 
start, EUR1,000 in Year 1, and EUR1,000 in Year 2. In that case, the return of –50 
percent in Year 1 significantly hurts her given the relatively large investment at the 
start. Conversely, if she had invested only EUR100 at the start, the absolute effect of 
the –50 percent return on the total return is drastically reduced.

Calculating the Money Weighted Return
The money-weighted return accounts for the money invested and provides the 
investor with information on the actual return she earns on her investment. The 
money-weighted return and its calculation are similar to the internal rate of return 
and a bond’s yield to maturity. Amounts invested are cash outflows from the investor’s 
perspective and amounts returned or withdrawn by the investor, or the money that 
remains at the end of an investment cycle, is a cash inflow for the investor.

For example, assume that an investor invests EUR100 in a mutual fund at the 
beginning of the first year, adds another EUR950 at the beginning of the second year, 
and withdraws EUR350 at the end of the second year. The cash flows are presented 
in Exhibit 10.

4
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Exhibit 10: Portfolio Balances across Three Years

Year 1 2 3

Balance from previous year EUR0 EUR50 EUR1,000
New investment by the investor (cash inflow for the 
mutual fund) at the start of the year 100 950 0
Net balance at the beginning of year 100 1,000 1,000
Investment return for the year −50% 35% 27%
Investment gain (loss) −50 350 270
Withdrawal by the investor (cash outflow for the 
mutual fund) at the end of the year 0 −350 0
Balance at the end of year EUR50 EUR1,000 EUR1,270

The internal rate of return is the discount rate at which the sum of present values 
of cash flows will equal zero. In general, the equation may be expressed as follows:

     ∑ 
t=0

  
T
      

C  F  t   _   (1 + IRR)    t    = 0 , (5)

where T is the number of periods, CFt is the cash flow at time t, and IRR is the internal 
rate of return or the money-weighted rate of return.

A cash flow can be positive or negative; a positive cash flow is an inflow where 
money flows to the investor, whereas a negative cash flow is an outflow where money 
flows away from the investor. The cash flows are expressed as follows, where each cash 
inflow or outflow occurs at the end of each year. Thus, CF0 refers to the cash flow at 
the end of Year 0 or beginning of Year 1, and CF3 refers to the cash flow at end of Year 
3 or beginning of Year 4. Because cash flows are being discounted to the present—that 
is, end of Year 0 or beginning of Year 1—the period of discounting CF0 is zero.

   

 CF  0   = − 100

   

 CF  1   = − 950

   

 CF  2   = + 350

   
 CF  3   = + 1, 270

   
  

 CF  0  
 _   (1 + IRR)    0    +   

 CF  1  
 _   (1 + IRR)    1    +   

 CF  2  
 _   (1 + IRR)    2    +   

 CF  3  
 _   (1 + IRR)    3   

     

=   − 100 _ 1   +   − 950 _   (1 + IRR)    1    +   + 350 _   (1 + IRR)    2    +   + 1270 _   (1 + IRR)    3    = 0

     

IRR = 26.11%

   .

The investor’s internal rate of return, or the money-weighted rate of return, is 26.11 
percent, which tells the investor what she earned on the actual euros invested for the 
entire period on an annualized basis. This return is much greater than the arithmetic 
and geometric mean returns because only a small amount was invested when the 
mutual fund’s return was −50 percent.

All the above calculations can be performed using Excel using the =IRR(values) 
function, which results in an IRR of 26.11 percent.

Money-Weighted Return for a Dividend-Paying Stock

Next, we’ll illustrate calculating the money-weighted return for a dividend paying 
stock. Consider an investment that covers a two-year horizon. At time t = 0, an inves-
tor buys one share at a price of USD200. At time t = 1, he purchases an additional 
share at a price of USD225. At the end of Year 2, t = 2, he sells both shares at a price 
of USD235. During both years, the stock pays a dividend of USD5 per share. The t 
=1 dividend is not reinvested. Exhibit 11 outlines the total cash inflows and outflows 
for the investment.
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Exhibit 11: Cash Flows for a Dividend-Paying Stock

Time Outflows

0 USD200 to purchase the first share
1 USD225 to purchase the second share

Time Inflows

1 USD5 dividend received from first share (and not reinvested)
2 USD10 dividend (USD5 per share × 2 shares) received
2 USD470 received from selling two shares at USD235 per share

To solve for the money-weighted return, the first step is to group net cash flows by 
time. For this example, we have −USD200 for the t = 0 net cash flow, −USD220 = −
USD225 + USD5 for the t = 1 net cash flow, and USD480 for the t = 2 net cash flow. 
After entering these cash flows, we use the spreadsheet’s (such as Excel) or calculator’s 
IRR function to find that the money-weighted rate of return is 9.39 percent.

   

 CF  0   = − 200

   

 CF  1   = − 220

   
 CF  2   = + 480

     
 CF  0  
 _   (1 + IRR)    0    +   

 CF  1  
 _   (1 + IRR)    1    +   

 CF  2  
 _   (1 + IRR)    2   

    

=   − 200 _ 1   +   − 220 _   (1 + IRR)    1    +   480 _   (1 + IRR)    2    = 0

    

IRR = 9.39%

   .

All these calculations can be performed using Excel using the =IRR(values) function, 
which results in an IRR of 9.39 percent.

Now we take a closer look at what has happened to the portfolio during each of 
the two years.

In the first year, the portfolio generated a one-period holding period return of 
(USD5 + USD225 − USD200)/USD200 = 15%. At the beginning of the second year, 
the amount invested is USD450, calculated as USD225 (per share price of stock) × 2 
shares, because the USD5 dividend was spent rather than reinvested.

At the end of the second year, the proceeds from the liquidation of the portfolio 
are USD470 plus USD10 in dividends (as outlined in Exhibit 11). So, in the second 
year the portfolio produced a holding period return of (USD10 + USD470 − USD450)/
USD450 = 6.67%. The mean holding period return was (15% + 6.67%)/2 = 10.84%.

The money-weighted rate of return, which we calculated as 9.39 percent, puts a 
greater weight on the second year’s relatively poor performance (6.67 percent) than 
the first year’s relatively good performance (15 percent), as more money was invested 
in the second year than in the first. That is the sense in which returns in this method 
of calculating performance are “money weighted.”

Although the money-weighted return is an accurate measure of what the investor 
earned on the money invested, it is limited in its applicability to other situations. 
For example, it does not allow for a return comparison between different individ-
uals or different investment opportunities. Importantly, two investors in the same 
mutual fund or with the same portfolio of underlying investments may have different 
money-weighted returns because they invested different amounts in different years.
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EXAMPLE 8

Computation of Returns

Ulli Lohrmann and his wife, Suzanne Lohrmann, are planning for retirement 
and want to compare the past performance of a few mutual funds they are con-
sidering for investment. They believe that a comparison over a five-year period 
would be appropriate. They gather information on a fund they are considering, 
the Rhein Valley Superior Fund, which is presented in Exhibit 12.

 

Exhibit 12: Rhein Valley Superior Fund Performance
 

 

Year

Assets under Management  
at the Beginning of Year  

(euros)
Annual Return  

(%)

1 30 million 15
2 45 million −5
3 20 million 10
4 25 million 15
5 35 million 3

 

The Lohrmanns are interested in aggregating this information for ease of 
comparison with other funds.

 

Exhibit 13: Rhein Valley Superior Fund Annual Returns and 
Investments (euro millions)

 

 

Year 1 2 3 4 5

Balance from previous year 0 34.50 42.75 22.00 28.75
New investment by the investor (cash 
inflow for the Rhein fund) 30.00 10.50 0 3.00 6.25
Withdrawal by the investor (cash 
outflow for the Rhein fund) 0 0 −22.75 0 0
Net balance at the beginning of year 30.00 45.00 20.00 25.00 35.00
Investment return for the year 15% –5% 10% 15% 3%
Investment gain (loss) 4.50 –2.25 2.00 3.75 1.05
Balance at the end of year 34.50 42.75 22.00 28.75 36.05

 

1. Compute the fund’s holding period return for the five-year period.
Solution:
The five-year holding period return is calculated as:

 R = (1 + R1)(1 + R2)(1 + R3)(1 + R4)(1 + R5) – 1

 R = (1.15)(0.95)(1.10)(1.15)(1.03) – 1 =

 R = 0.4235 = 42.35%.
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2. Compute the fund’ s arithmetic mean annual return.
Solution:
The arithmetic mean annual return is calculated as:

     
_

 R    i   =   15 %  − 5 %  + 10 %  + 15 %  + 3%   ________________________  5   = 7.60% .

3. Compute the fund’s geometric mean annual return. How does it compare 
with the arithmetic mean annual return?
Solution:
The geometric mean annual return can be computed as:

     
_

 R    Gi   =  
5
 √ 
___________________________

   1.15 × 0.95 × 1.10 × 1.15 × 1.03   − 1, 

     
_

 R    Gi   =  
5
 √ 
_

 1.4235   − 1 = 0.0732 = 7.32% .

Thus, the geometric mean annual return is 7.32 percent, which is slightly 
less than the arithmetic mean return of 7.60 percent.

4. The Lohrmanns want to earn a minimum annual return of 5 percent. The 
annual returns and investment amounts are presented in Exhibit 13. Is the 
money-weighted annual return greater than 5 percent?
Solution:
To calculate the money-weighted rate of return, tabulate the annual returns 
and investment amounts to determine the cash flows, as shown in Exhibit 
13:

 CF0 = –30.00, CF1 = –10.50, CF2 = +22.75, CF3 = –3.00, CF4 = –6.25, CF5 
 = +36.05.

We can use the given 5 percent return to see whether or not the present val-
ue of the net cash flows is positive. If it is positive, then the money-weighted 
rate of return is greater than 5 percent, because a 5 percent discount rate 
could not reduce the present value to zero.

    − 30.00 _   (1.05)    0    +   − 10.50 _   (1.05)    1    +   22.75 _   (1.05)    2    +   − 3.00 _   (1.05)    3    +   − 6.25 _   (1.05)    4    +   36.05 _   (1.05)    5    = 1.1471 .

Because the value is positive, the money-weighted rate of return is greater 
than 5 percent. The exact money-weighted rate of return (found by setting 
the above equation equal to zero) is 5.86 percent.
These calculations can be performed using Excel using the =IRR(cash flows) 
function, which results in an IRR of 5.86 percent.

Time-Weighted Returns

An investment measure that is not sensitive to the additions and withdrawals of funds 
is the time-weighted rate of return. The time-weighted rate of return measures the 
compound rate of growth of USD1 initially invested in the portfolio over a stated 
measurement period. For the evaluation of portfolios of publicly traded securities, the 
time-weighted rate of return is the preferred performance measure as it neutralizes 
the effect of cash withdrawals or additions to the portfolio, which are generally outside 
of the control of the portfolio manager.
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Computing Time-Weighted Returns
To compute an exact time-weighted rate of return on a portfolio, take the following 
three steps:

1. Price the portfolio immediately prior to any significant addition or with-
drawal of funds. Break the overall evaluation period into subperiods based 
on the dates of cash inflows and outflows.

2. Calculate the holding period return on the portfolio for each subperiod.
3. Link or compound holding period returns to obtain an annual rate of return 

for the year (the time-weighted rate of return for the year). If the investment 
is for more than one year, take the geometric mean of the annual returns to 
obtain the time-weighted rate of return over that measurement period.

Let us return to our dividend stock money-weighted example in the section, 
“Money-Weighted Return for a Dividend-Paying Stock” and calculate the time-weighted 
rate of return for that investor’s portfolio based on the information included in Exhibit 
11. In that example, we computed the holding period returns on the portfolio, Step 
2 in the procedure for finding the time-weighted rate of return. Given that the port-
folio earned returns of 15 percent during the first year and 6.67 percent during the 
second year, what is the portfolio’s time-weighted rate of return over an evaluation 
period of two years?

We find this time-weighted return by taking the geometric mean of the two holding 
period returns, Step 3 in the previous procedure. The calculation of the geometric 
mean exactly mirrors the calculation of a compound growth rate. Here, we take the 
product of 1 plus the holding period return for each period to find the terminal value 
at t = 2 of USD1 invested at t = 0. We then take the square root of this product and 
subtract 1 to get the geometric mean return. We interpret the result as the annual 
compound growth rate of USD1 invested in the portfolio at t = 0. Thus, we have:

   
  (1 + Time-weighted return)    2  =  (1.15)  (1.0667) 

     
Time-weighted return =  √ 

____________
   (1.15)  (1.0667)    − 1 = 10.76%

  .

The time-weighted return on the portfolio was 10.76 percent, compared with the 
money-weighted return of 9.39 percent, which gave larger weight to the second year’s 
return. We can see why investment managers find time-weighted returns more mean-
ingful. If a client gives an investment manager more funds to invest at an unfavorable 
time, the manager’s money-weighted rate of return will tend to be depressed. If a client 
adds funds at a favorable time, the money-weighted return will tend to be elevated. 
The time-weighted rate of return removes these effects.

In defining the steps to calculate an exact time-weighted rate of return, we said 
that the portfolio should be valued immediately prior to any significant addition or 
withdrawal of funds. With the amount of cash flow activity in many portfolios, this task 
can be costly. We can often obtain a reasonable approximation of the time-weighted 
rate of return by valuing the portfolio at frequent, regular intervals, particularly if 
additions and withdrawals are unrelated to market movements.

The more frequent the valuation, the more accurate the approximation. Daily 
valuation is commonplace. Suppose that a portfolio is valued daily over the course 
of a year. To compute the time-weighted return for the year, we first compute each 
day’s holding period return. We compute 365 such daily returns, denoted R1, R2, …, 
R365. We obtain the annual return for the year by linking the daily holding period 
returns in the following way: (1 + R1) × (1 + R2) × … × (1 + R365) − 1. If withdrawals 
and additions to the portfolio happen only at day’s end, this annual return is a precise 
time-weighted rate of return for the year. Otherwise, it is an approximate time-weighted 
return for the year.
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If we have several years of data, we can calculate a time-weighted return for each 
year individually, as above. If Ri is the time-weighted return for year i, we calculate an 
annualized time-weighted return as the geometric mean of N annual returns, as follows:

   R  TW   =   [ (1 +  R  1  )  ×  (1 +  R  2  )  × … ×  (1 +  R  N  ) ]    1/N  − 1 . (6)

Example 9 illustrates the calculation of the time-weighted rate of return.

EXAMPLE 9

Time-Weighted Rate of Return

Strubeck Corporation sponsors a pension plan for its employees. It manages 
part of the equity portfolio in-house and delegates management of the balance 
to Super Trust Company. As chief investment officer of Strubeck, you want to 
review the performance of the in-house and Super Trust portfolios over the 
last four quarters. You have arranged for outflows and inflows to the portfolios 
to be made at the very beginning of the quarter. Exhibit 14 summarizes the 
inflows and outflows as well as the two portfolios’ valuations. In Exhibit 11, the 
ending value is the portfolio’s value just prior to the cash inflow or outflow at 
the beginning of the quarter. The amount invested is the amount each portfolio 
manager is responsible for investing.

 

Exhibit 14: Cash Flows for the In-House Strubeck Account and the 
Super Trust Account (US dollars)

 

 

Quarter

1 2 3 4

Panel A: In-House Account

Beginning value 4,000,000 6,000,000 5,775,000 6,720,000
Beginning of period inflow 
(outflow) 1,000,000 (500,000) 225,000 (600,000)
Amount invested 5,000,000 5,500,000 6,000,000 6,120,000
Ending value 6,000,000 5,775,000 6,720,000 5,508,000

 

 

Panel B: Super Trust Account

Beginning value 10,000,000 13,200,000 12,240,000 5,659,200
Beginning of period inflow 
(outflow) 2,000,000 (1,200,000) (7,000,000) (400,000)
Amount invested 12,000,000 12,000,000 5,240,000 5,259,200
Ending value 13,200,000 12,240,000 5,659,200 5,469,568

 

1. Calculate the time-weighted rate of return for the in-house account.
Solution:
To calculate the time-weighted rate of return for the in-house account, we 
compute the quarterly holding period returns for the account and link them 
into an annual return. The in-house account’s time-weighted rate of return 
is 27.01 percent, calculated as follows: 
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1Q HPR:   r  1   =  (USD6,000,000 − USD5,000,000)   /  USD5,000,000 = 0.20

        
2Q HPR:   r  2   =  (USD5,775,000 − USD5,500,000)   /  USD5,500,000 = 0.05

        3Q HPR:   r  3   =  (USD6,720,000 − USD6,000,000)   /  USD6,000,000 = 0.12        

4Q HPR:   r  4   =  (USD5,508,000 − USD6,120,000)   /  USD6,120,000 = − 0.10

  

   R  TW   =  (1 +  r  1  )  (1 +  r  2  )  (1 +  r  3  )  (1 +  r  4  )  − 1 ,

   R  TW   =  (1.20)  (1.05)  (1.12)  (0.90)  − 1 = 0.2701 or 27.01% .

2. Calculate the time-weighted rate of return for the Super Trust account.
Solution:
The account managed by Super Trust has a time-weighted rate of return of 
26.02 percent, calculated as follows:

   

1Q HPR:   r  1   =  (USD13, 200, 000 − USD12, 000, 000)   /  USD12, 000, 000 = 0.10

        
2Q HPR:   r  2   =  (USD12, 240, 000 − USD12, 000, 000)   /  USD12, 000, 000 = 0.02

        3Q HPR:   r  3   =  (USD5, 659, 200 − USD5, 240, 000)   /  USD5, 240, 000 = 0.08        

4Q HPR:   r  4   =  (USD5, 469, 568 − USD5, 259, 200)   /  USD5, 259, 200 = 0.04

   

   R  TW   =  (1 +  r  1  )  (1 +  r  2  )  (1 +  r  3  )  (1 +  r  4  )  − 1 ,

   R  TW   =  (1.10)  (1.02)  (1.08)  (1.04)  − 1 = 0.2602 or 26.02% .

The in-house portfolio’s time-weighted rate of return is higher than the 
Super Trust portfolio’s by 99 basis points. Note that 27.01 percent and 26.02 
percent might be rounded to 27 percent and 26 percent, respectively. The 
impact of the rounding the performance difference (100 bp vs. 99 bp) may 
seem as trivial, yet it’s impact on a large portfolio may be substantive.

Having worked through this exercise, we are ready to look at a more detailed case.

EXAMPLE 10

Time-Weighted and Money-Weighted Rates of Return Side 
by Side

Your task is to compute the investment performance of the Walbright Fund for 
the most recent year. The facts are as follows:

 ■ On 1 January, the Walbright Fund had a market value of USD100 
million.

 ■ During the period 1 January to 30 April, the stocks in the fund gener-
ated a capital gain of USD10 million.

 ■ On 1 May, the stocks in the fund paid a total dividend of USD2 mil-
lion. All dividends were reinvested in additional shares.

 ■ Because the fund’s performance had been exceptional, institutions 
invested an additional USD20 million in Walbright on 1 May, raising 
assets under management to USD132 million (USD100 + USD10 + 
USD2 + USD20).

 ■ On 31 December, Walbright received total dividends of USD2.64 
million. The fund’s market value on 31 December, not including the 
USD2.64 million in dividends, was USD140 million.

 ■ The fund made no other interim cash payments during the year.
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1. Compute the Walbright Fund’s time-weighted rate of return.
Solution:
Because interim cash flows were made on 1 May, we must compute two 
interim total returns and then link them to obtain an annual return. Exhibit 
15 lists the relevant market values on 1 January, 1 May, and 31 December, as 
well as the associated interim four-month (1 January to 1 May) and eight-
month (1 May to 31 December) holding period returns.

 

Exhibit 15: Cash Flows for the Walbright Fund
 

 

1 January Beginning portfolio value = USD100 million
1 May Dividends received before additional investment = USD2 million
  Ending portfolio value = USD110 million
  Four-month holding period return: 

 R =   USD2 + USD10  ____________ USD100   = 12%  

  New investment = USD20 million
  Beginning market value for last two-thirds of the year = USD132 

million
31 December Dividends received = USD2.64 million
  Ending portfolio value = USD140 million
  Eight-month holding period return: 

 R =   USD2.64 + USD140 − USD132   _______________________  USD132   = 8.06%  

 

Now we must geometrically link the four- and eight-month holding period 
returns to compute an annual return. We compute the time-weighted return 
as follows:

   R  TW    = 1.12 × 1.0806 − 1 = 0.2103.

In this instance, we compute a time-weighted rate of return of 21.03 percent 
for one year. The four-month and eight-month intervals combine to equal 
one year. (Note: Taking the square root of the product 1.12 × 1.0806 would 
be appropriate only if 1.12 and 1.0806 each applied to one full year.)

2. Compute the Walbright Fund’s money-weighted rate of return.
Solution:
To calculate the money-weighted return, we need to find the discount rate 
that sets the sum of the present value of cash inflows and outflows equal to 
zero. The initial market value of the fund and all additions to it are treated 
as cash outflows. (Think of them as expenditures.) Withdrawals, receipts, 
and the ending market value of the fund are counted as inflows. (The end-
ing market value is the amount investors receive on liquidating the fund.) 
Because interim cash flows have occurred at four-month intervals, we must 
solve for the four-month internal rate of return. Exhibit 15 details the cash 
flows and their timing.

 CF0 = –100

 CF1 = –20

 CF2 = 0
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 CF3 = 142.64

CF0 refers to the initial investment of USD100 million made at the begin-
ning of the first four-month interval on 1 January. CF1 refers to the cash 
flows made at end of the first four-month interval or the beginning of the 
second four-month interval on 1 May. Those cash flows include a cash in-
flow of USD2 million for the dividend received and cash outflows of USD22 
million for the dividend reinvested and additional investment, respectively. 
The second four-month interval had no cash flow so CF2 is equal to zero. 
CF3 refers to the cash inflows at the end of the third four-month interval. 
Those cash inflows include a USD2.64 million dividend received and the 
fund’s terminal market value of USD140 million.
Using a spreadsheet or IRR-enabled calculator, we use −100, −20, 0, and 
USD142.64 for the t = 0, t = 1, t = 2, and t = 3 net cash flows, respectively. 
Using either tool, we get a four-month IRR of 6.28 percent.

   
  

 CF  0  
 _   (1 + IRR)    0    +   

 CF  1  
 _   (1 + IRR)    1    +   

 CF  2  
 _   (1 + IRR)    2    +   

 CF  3  
 _   (1 + IRR)    3    = 0

        − 100 _ 1   +   − 20 _   (1 + IRR)    1    +   0 _   (1 + IRR)    2    +   142.64 _   (1 + IRR)    3    = 0     

IRR = 6.28%

  . 

The quick way to annualize this four-month return is to multiply it by 3. A 
more accurate way is to compute it on a compounded basis as: (1.0628)3 – 1 
= 0.2005 or 20.05 percent.
These calculations can also be performed using Excel using the =IRR(cash 
flows) function, which results in an IRR of 6.28 percent.

3. Interpret the differences between the Fund’s time-weighted and mon-
ey-weighted rates of return.
Solution:
In this example, the time-weighted return (21.03 percent) is greater than the 
money-weighted return (20.05 percent). The Walbright Fund’s performance 
was relatively poorer during the eight-month period, when the fund had 
more money invested, than the overall performance. This fact is reflected in 
a lower money-weighted rate of return compared with the time-weighted 
rate of return, as the money-weighted return is sensitive to the timing and 
amount of withdrawals and additions to the portfolio.

The accurate measurement of portfolio returns is important to the process of 
evaluating portfolio managers. In addition to considering returns, however, analysts 
must also weigh risk. When we worked through Example 9, we stopped short of 
suggesting that in-house management was superior to Super Trust because it earned 
a higher time-weighted rate of return. A judgment as to whether performance was 
“better” or “worse” must include the risk dimension, which will be covered later in 
your study materials.

ANNUALIZED RETURN

calculate and interpret annualized return measures and continuously 
compounded returns, and describe their appropriate uses

5
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The period during which a return is earned or computed can vary and often we have 
to annualize a return that was calculated for a period that is shorter (or longer) than 
one year. You might buy a short-term treasury bill with a maturity of three months, 
or you might take a position in a futures contract that expires at the end of the next 
quarter. How can we compare these returns?

In many cases, it is most convenient to annualize all available returns to facili-
tate comparison. Thus, daily, weekly, monthly, and quarterly returns are converted 
to annualized returns. Many formulas used for calculating certain values or prices 
also require all returns and periods to be expressed as annualized rates of return. 
For example, the most common version of the Black–Scholes option-pricing model 
requires annualized returns and periods to be in years.

Non-annual Compounding
Recall that interest may be paid semiannually, quarterly, monthly, or even daily. To 
handle interest payments made more than once a year, we can modify the present 
value formula as follows. Here, Rs is the quoted interest rate and equals the periodic 
interest rate multiplied by the number of compounding periods in each year. In gen-
eral, with more than one compounding period in a year, we can express the formula 
for present value as follows:

  PV =  FV  N     (1 +   
 R  s   _ m  )    

−mN
  , (7)

where

 m = number of compounding periods per year,

 Rs = quoted annual interest rate, and

 N = number of years.

The formula in Equation 8 is quite similar to the simple present value formula. As 
we have already noted, present value and future value factors are reciprocals. Changing 
the frequency of compounding does not alter this result. The only difference is the use 
of the periodic interest rate and the corresponding number of compounding periods.

The following example presents an application of monthly compounding.

EXAMPLE 11

The Present Value of a Lump Sum with Monthly 
Compounding

The manager of a Canadian pension fund knows that the fund must make a 
lump-sum payment of CAD5 million 10 years from today. She wants to invest 
an amount today in a guaranteed investment contract (GIC) so that it will grow 
to the required amount. The current interest rate on GICs is 6 percent a year, 
compounded monthly.

1. How much should she invest today in the GIC?
Solution:
By applying Equation 8, the required present value is calculated as follow:
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 FV  N   = CAD 5,000,000

   

 R  s   = 6 %  = 0.06

   

m = 12

  

 R  s   / m = 0.06 / 12 = 0.005

    
N = 10

  mN = 12 (10)  = 120   

PV =  FV  N     (1 +   
 R  s   _ m  )    

−mN
 

    

= CAD 5,000,000   (1.005)    −120 

    

= CAD 5,000,000 (0.549633) 

    

= CAD 2,748,163.67

   .

In applying Equation 8, we use the periodic rate (in this case, the monthly 
rate) and the appropriate number of periods with monthly compounding (in 
this case, 10 years of monthly compounding, or 120 months).

Annualizing Returns
To annualize any return for a period shorter than one year, the return for the period 
must be compounded by the number of periods in a year. A monthly return is com-
pounded 12 times, a weekly return is compounded 52 times, and a quarterly return 
is compounded 4 times. Daily returns are normally compounded 365 times. For an 
uncommon number of days, we compound by the ratio of 365 to the number of days.

If the weekly return is 0.2 percent, then the compound annual return is 10.95 
percent (there are 52 weeks in a year):

   
 R  annual   =   (1 +  R  weekly  )    52  − 1 =   (1 + 0.2%)    52  − 1

      
=   (1.002)    52  − 1 = 0.1095 = 10.95%

   .

If the return for 15 days is 0.4 percent, then the annualized return is 10.20 percent, 
assuming 365 days in a year:

   
 R  annual   =   (1 +  R  15  )    365/15  − 1 =   (1 + 0.4%)    365/15  − 1

      
=   (1.004)    365/15  − 1 = 0.1020 = 10.20%

   .

A general equation to annualize returns is given, where c is the number of periods in 
a year. For a quarter, c = 4 and for a month, c = 12:

   R  annual   =     (1  +  R  period  )    c  − 1 . (8)

How can we annualize a return when the holding period return is more than one 
year? For example, how do we annualize an 18-month holding period return? Because 
one year contains two-thirds of 18-month periods, c = 2/3 in the above equation. For 
example, an 18-month return of 20 percent can be annualized as follows:

   R  annual   =   (1 +  R  18month  )    2/3  − 1 =   (1 + 0.20)    2/3  − 1 = 0.1292 = 12.92% .

Similar expressions can be constructed when quarterly or weekly returns are needed 
for comparison instead of annual returns. In such cases, c is equal to the number of 
holding periods in a quarter or in a week. For example, assume that you want to convert 
daily returns to weekly returns or annual returns to weekly returns for comparison 
between weekly returns. To convert daily returns to weekly returns, c = 5, assume 
that there are five trading days in a week. However, daily return calculations can be 
annualized differently. For example, five can be used for trading-day-based calculations, 
giving approximately 250 trading days a year; seven can be used on calendar-day-based 
calculations. Specific methods used conform to specific business practices, market 
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conventions, and standards. To convert annual returns to weekly returns, c = 1/52. 
The expressions for annual returns can then be rewritten as expressions for weekly 
returns as follows:

   R  weekly   =   (1 +  R  daily  )    5  − 1;   R  weekly   =   (1 +  R  annual  )    1/52  − 1 . (9)

One major limitation of annualizing returns is the implicit assumption that returns 
can be repeated precisely, that is, money can be reinvested repeatedly while earning 
a similar return. This type of return is not always possible. An investor may earn a 
return of 5 percent during a week because the market rose sharply that week, but it 
is highly unlikely that he will earn a return of 5 percent every week for the next 51 
weeks, resulting in an annualized return of 1,164.3 percent (= 1.0552 − 1). Therefore, 
it is important to annualize short-term returns with this limitation in mind.

EXAMPLE 12

Annualized Returns

An analyst seeks to evaluate three securities she has held in her portfolio for 
different periods of time.

 ■ Over the past 100 days, Security A has earned a return of 6.2 percent.
 ■ Security B has earned 2 percent over the past four weeks.
 ■ Security C has earned a return of 5 percent over the past three 

months.

1. Compare the relative performance of the three securities.
Solution:
To facilitate comparison, the three securities’ returns need to be annualized:

 ■ Annualized return for Security A: RSA= (1 + 0.062)365/100 − 1 = 0.2455 
= 24.55%

 ■ Annualized return for Security B: RSB = (1 + 0.02)52/4 − 1 = 0.2936 = 
29.36%

 ■ Annualized return for Security C: RSC = (1 + 0.05)4 − 1 = 0.2155 = 
21.55%

Security B generated the highest annualized return.

EXAMPLE 13

Exchange-Traded Fund Performance

An investor is evaluating the returns of three recently formed exchange-traded 
funds. Selected return information on the exchange-traded funds (ETFs) is 
presented in Exhibit 16.
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Exhibit 16: ETF Performance Information
 

 

ETF Time Since Inception Return Since Inception (%)

1 146 days 4.61
2 5 weeks 1.10
3 15 months 14.35

 

1. Which ETF has the highest annualized rate of return?

A. ETF 1
B. ETF 2
C. ETF 3

Solution:
B is correct. The annualized rate of return for the three ETFs are as follows:

 ETF 1 annualized return = (1.0461365/146) – 1 = 11.93%

 ETF 2 annualized return = (1.011052/5) – 1 = 12.05%

 ETF 3 annualized return = (1.143512/15) – 1 = 11.32%

Despite having the lowest value for the periodic rate, ETF 2 has the highest 
annualized rate of return because of the reinvestment rate assumption and 
the compounding of the periodic rate.

Continuously Compounded Returns
An important concept is the continuously compounded return associated with a holding 
period return, such as R1. The continuously compounded return associated with a 
holding period return is the natural logarithm of one plus that holding period return, 
or equivalently, the natural logarithm of the ending price over the beginning price 
(the price relative). Note that here we are using r to refer specifically to continuously 
compounded returns, but other textbooks and sources may use a different notation.

If we observe a one-week holding period return of 0.04, the equivalent continuously 
compounded return, called the one-week continuously compounded return, is ln(1.04) 
= 0.039221; EUR1.00 invested for one week at 0.039221 continuously compounded 
gives EUR1.04, equivalent to a 4 percent one-week holding period return.

The continuously compounded return from t to t + 1 is
 rt,t+1 = ln(Pt+1/Pt) = ln(1 + Rt,t+1). (10)

For our example, an asset purchased at time t for a P0 of USD30 and the same asset one 
period later, t + 1, has a value of P1 of USD34.50 has a continuously compounded return 
given by r0,1 = ln(P1/P0) = ln(1 + R0,1) = ln(USD34.50/USD30) = ln(1.15) = 0.139762.

Thus, 13.98 percent is the continuously compounded return from t = 0 to t = 1. 
The continuously compounded return is smaller than the associated holding period 
return. If our investment horizon extends from t = 0 to t = T, then the continuously 
compounded return to T is

 r0,T = ln(PT/P0). (11)

Applying the exponential function to both sides of the equation, we have exp(r0,T) = 
exp[ln(PT/P0)] = PT/P0, so

 PT = P0exp(r0,T).
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We can also express PT/P0 as the product of price relatives:
 PT/P0 = (PT/PT−1)(PT−1/PT−2) . . . (P1/P0). (12)

Taking logs of both sides of this equation, we find that the continuously compounded 
return to time T is the sum of the one-period continuously compounded returns:

 r0,T = rT−1,T + rT−2,T−1 + . . . + r0,1. (13)

Using holding period returns to find the ending value of a USD1 investment involves 
the multiplication of quantities (1 + holding period return). Using continuously com-
pounded returns involves addition (as shown in Equation 14), which is a desirable 
property of continuously compounded returns and which we will use throughout the 
curriculum.

OTHER MAJOR RETURN MEASURES AND THEIR 
APPLICATIONS

calculate and interpret major return measures and describe their 
appropriate uses

The statistical measures of return discussed in the previous section are generally 
applicable across a wide range of assets and time periods. Special assets, however, 
such as mutual funds, and other considerations, such as taxes or inflation, may require 
more specific return measures.

Although it is not possible to consider all types of special measures, we will discuss 
the effect of fees (gross versus net returns), taxes (pre-tax and after-tax returns), infla-
tion (nominal and real returns), and the effect of leverage. Many investors use mutual 
funds or other external entities (i.e., investment vehicles) for investment. In those cases, 
funds charge management fees and expenses to the investors. Consequently, gross and 
net-of-fund-expense returns should also be considered. Of course, an investor may be 
interested in the net-of-expenses after-tax real return, which is in fact what an investor 
truly receives. We consider these additional return measures in the following sections.

Gross and Net Return
A gross return is the return earned by an asset manager prior to deductions for manage-
ment expenses, custodial fees, taxes, or any other expenses that are not directly related 
to the generation of returns but rather related to the management and administration 
of an investment. These expenses are not deducted from the gross return because 
they may vary with the amount of assets under management or may vary because 
of the tax status of the investor. Trading expenses, however, such as commissions, 
are accounted for in (i.e., deducted from) the computation of gross return because 
trading expenses contribute directly to the return earned by the manager. Thus, gross 
return is an appropriate measure for evaluating and comparing the investment skill of 
asset managers because it does not include any fees related to the management and 
administration of an investment.

Net return is a measure of what the investment vehicle (e.g., mutual fund) has earned 
for the investor. Net return accounts for (i.e., deducts) all managerial and administra-
tive expenses that reduce an investor’s return. Because individual investors are most 
concerned about the net return (i.e., what they actually receive), small mutual funds 
with a limited amount of assets under management are at a disadvantage compared 

6
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with the larger funds that can spread their largely fixed administrative expenses over 
a larger asset base. As a result, many small mutual funds waive part of the expenses 
to keep the funds competitive.

Pre-Tax and After-Tax Nominal Return
All return measures discussed up to this point are pre-tax nominal returns—that is, 
no adjustment has been made for taxes or inflation. In general, all returns are pre-tax 
nominal returns unless they are otherwise designated.

Many investors are concerned about the possible tax liability associated with their 
returns because taxes reduce the net return that they receive. Capital gains and income 
may be taxed differently, depending on the jurisdiction. Capital gains come in two 
forms: short-term capital gains and long-term capital gains. Long-term capital gains 
receive preferential tax treatment in a number of countries. Interest income is taxed 
as ordinary income in most countries. Dividend income may be taxed as ordinary 
income, may have a lower tax rate, or may be exempt from taxes depending on the 
country and the type of investor. The after-tax nominal return is computed as the 
total return minus any allowance for taxes on dividends, interest, and realized gains. 
Bonds issued at a discount to the par value may be taxed based on accrued gains 
instead of realized gains.

Because taxes are paid on realized capital gains and income, the investment manager 
can minimize the tax liability by selecting appropriate securities (e.g., those subject 
to more favorable taxation, all other investment considerations equal) and reducing 
trading turnover. Therefore, taxable investors evaluate investment managers based 
on the after-tax nominal return.

Real Returns
Previously this learning module approximated the relationship between the nominal 
rate and the real rate by the following relationship:

   (1 + nominal risk–free rate)  =  (1 + real risk–free rate)  (1 + inflation premium) .  

This relationship can be extended to link the relationship between nominal and real 
returns. Specifically, the nominal return consists of a real risk-free rate of return to 
compensate for postponed consumption; inflation as loss of purchasing power; and 
a risk premium for assuming risk. Frequently, the real risk-free return and the risk 
premium are combined to arrive at the real “risky” rate and is simply referred to as 
the real return, or:

   (1 + real return)  =   
  (1 + real risk–free rate)  (1+ risk premium) 

   ______________________________   1 + inflation premium   . (14)

Real returns are particularly useful in comparing returns across time periods because 
inflation rates may vary over time. Real returns are also useful in comparing returns 
among countries when returns are expressed in local currencies instead of a constant 
investor currency and when inflation rates vary between countries (which are usually 
the case).

Finally, the after-tax real return is what the investor receives as compensation for 
postponing consumption and assuming risk after paying taxes on investment returns. 
As a result, the after-tax real return becomes a reliable benchmark for making invest-
ment decisions. Although it is a measure of an investor’s benchmark return, it is not 
commonly calculated by asset managers because it is difficult to estimate a general 
tax component applicable to all investors. For example, the tax component depends 
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on an investor’s specific taxation rate (marginal tax rate), how long the investor holds 
an investment (long-term versus short-term), and the type of account the asset is held 
in (tax-exempt, tax-deferred, or normal).

EXAMPLE 14

Computation of Special Returns

Let’s return to Example 8. After reading this section, Mr. Lohrmann decided that 
he was not being fair to the fund manager by including the asset management fee 
and other expenses because the small size of the fund would put it at a competi-
tive disadvantage. He learns that the fund spends a fixed amount of EUR500,000 
every year on expenses that are unrelated to the manager’s performance.

Mr. Lohrmann has become concerned that both taxes and inflation may 
reduce his return. Based on the current tax code, he expects to pay 20 percent 
tax on the return he earns from his investment. Historically, inflation has been 
around 2 percent and he expects the same rate of inflation to be maintained.

1. Estimate the annual gross return for the first year by adding back the fixed 
expenses.
Solution:
The gross return for the first year is higher by 1.67 percent (= EUR500,000/
EUR30,000,000) than the 15 percent% investor return reported by the fund. 
Thus, the gross return for the first year is 16.67 percent (= 15% + 1.67%).

2. What is the net return that investors in the Rhein Valley Superior Fund 
earned during the five-year period?
Solution:
The investor return reported by the mutual fund is the net return of the 
fund after accounting for all direct and indirect expenses. The net return is 
also the pre-tax nominal return because it has not been adjusted for taxes 
or inflation. From Example. 8, the net return for the five-year holding period 
was calculated as 42.35 percent.

3. What is the after-tax net return for the first year that investors earned from 
the Rhein Valley Superior Fund? Assume that all gains are realized at the 
end of the year and the taxes are paid immediately at that time. 
Solution:
The net return earned by investors during the first year was 15 percent. 
Applying a 20 percent tax rate, the after-tax return that accrues to investors 
is 12 percent [= 15% − (0.20 × 15%)].

4. What is the after-tax real return that investors would have earned in the 
fifth year?
Solution:
The after-tax return earned by investors in the fifth year is 2.4 percent [= 3% 
− (0.20 × 3%)]. Inflation reduces the return by 2 percent so the after-tax real 
return earned by investors in the fifth year is 0.39 percent, as shown:
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     (1 + 2.40%)  _  (1 + 2.00%)    − 1 =    (1 + 0.0240)  _  (1 + 0.0200)    − 1 = 1.0039 − 1 = 0.0039 = 0.39% .

Note that taxes are paid before adjusting for inflation.

Leveraged Return
In the previous calculations, we have assumed that the investor’s position in an asset 
is equal to the total investment made by an investor using his or her own money. This 
section differs in that the investor creates a leveraged position.

There are two ways of creating a claim on asset returns that are greater than the 
investment of one’s own money. First, an investor may trade futures contracts in which 
the money required to take a position may be as little as 10 percent of the notional 
value of the asset. In this case, the leveraged return, the return on the investor’s own 
money, is 10 times the actual return of the underlying security. Both the gains and 
losses are amplified by a factor of 10.

Investors can also invest more than their own money by borrowing money to pur-
chase the asset. This approach is easily done in stocks and bonds, and very common 
when investing in real estate. If half (50 percent) of the money invested is borrowed, 
then the gross return to the investor is doubled, but the interest to be paid on bor-
rowed money must be deducted to calculate the net return.

Using borrowed capital, debt, the size of the leveraged position increases by the 
additional, borrowed capital. If the total investment return earned on the leveraged 
portfolio, RP, exceeds the borrowing cost on debt, rD, taking on leverage increases 
the return on the portfolio. Denoting the return on a leveraged portfolio as RL, then 
the return can be calculated as follows:

   R  L   =   
Portfolio return

  ____________  Portfolio equity   =   
 [ R  P   ×  ( V  E   +  V  B  )  −  ( V  B   ×  r  D  ) ] 

   _____________________   V  E     =  R  p   +   
 V  B  

 _  V  E     ( R  p   −  r  D  )  , (15)

where VE is the equity of the portfolio and VB is the debt or borrowed funds. If 
RP < rD then leverage decreases RL.

For example, for a EUR10 million equity portfolio that generates an 8 percent 
total investment return, RP, over one year and is financed 30 percent with debt at 5 
percent, then the leveraged return, RL, is:

   R  L   =  R  p   +   
 V  B  

 _  V  E     ( R  p   −  r  D  )  = 8 %  +   EUR3 million   ___________ EUR7 million   (8 %  − 5%)  = 8 %  + 0.43 × 3 %  

 = 9.29% .

EXAMPLE 15

Return Calculations

An analyst observes the following historic asset class geometric returns:
 

Exhibit 17: Asset Class Geometric Return
 

 

Asset Class Geometric Return (%)

Equities 8.0
Corporate Bonds 6.5
Treasury bills 2.5
Inflation 2.1
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1. The real rate of return for equities is closest to:

A. 5.4 percent.
B. 5.8 percent.
C. 5.9 percent.

Solution:
B is correct. The real rate of return for equities is calculated as follows:

 (1 + 0.080)/(1 + 0.0210) − 1 = 5.8%.

2. The real rate of return for corporate bonds is closest to:

A. 4.3 percent.
B. 4.4 percent.
C. 4.5 percent.

Solution:
A is correct. The real rate of return for corporate bonds is calculated as 
follows:

 (1 + 0.065)/(1 + 0.0210) − 1 = 4.3%.

3. The risk premium for equities is closest to:

A. 5.4 percent.
B. 5.5 percent.
C. 5.6 percent.

Solution:
A is correct. The risk premium for equities is calculated as follows:

 (1 + 0.080)/(1 + 0.0250) − 1 = 5.4%.

4. The risk premium for corporate bonds is closest to:

A. 3.5 percent.
B. 3.9 percent.
C. 4.0 percent.

Solution:
B is correct. The risk premium for corporate bonds is calculated as follows:

 (1 + 0.0650)/(1 + 0.0250) − 1 = 3.9%.
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PRACTICE PROBLEMS

1. The nominal risk-free rate is best described as the sum of the real risk-free rate 
and a premium for:

A. maturity.

B. liquidity.

C. expected inflation.

2. Which of the following risk premiums is most relevant in explaining the differ-
ence in yields between 30-year bonds issued by the US Treasury and 30-year 
bonds issued by a small, private US corporate issuer?

A. Inflation

B. Maturity

C. Liquidity

3. Consider the following annual return for Fund Y over the past five years:

Exhibit 1: Five-Year Annual Returns

Year Return (%)

Year 1 19.5
Year 2 −1.9
Year 3 19.7
Year 4 35.0
Year 5 5.7

The geometric mean return for Fund Y is closest to:

A. 14.9 percent.

B. 15.6 percent.

C. 19.5 percent.

4. A portfolio manager invests EUR5,000 annually in a security for four years at the 
following prices:

Exhibit 1: Five-Year Purchase Prices

Year Purchase Price (euros per unit)

Year 1 62.00
Year 2 76.00
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Year Purchase Price (euros per unit)

Year 3 84.00
Year 4 90.00

The average price is best represented as the:

A. harmonic mean of EUR76.48.

B. geometric mean of EUR77.26.

C. arithmetic average of EUR78.00.

5. Which of the following statements regarding arithmetic and geometric means is 
correct?

A. The geometric mean will exceed the arithmetic mean for a series with 
non-zero variance.

B. The geometric mean measures an investment’s compound rate of growth 
over multiple periods.

C. The arithmetic mean measures an investment’s terminal value over multiple 
periods.

6. A fund receives investments at the beginning of each year and generates returns 
for three years as follows:

Exhibit 1: Investments and Returns for Three Years

Year of Investment
Assets under Management at 

the Beginning of each year
Return during Year of 

Investment

1 USD1,000 15%
2 USD4,000 14%
3 USD45,000 −4%

Which return measure over the three-year period is negative?

A. Geometric mean return

B. Time-weighted rate of return

C. Money-weighted rate of return

7. At the beginning of Year 1, a fund has USD10 million under management; it 
earns a return of 14 percent for the year. The fund attracts another net USD100 
million at the start of Year 2 and earns a return of 8 percent for that year. The 
money-weighted rate of return of the fund is most likely to be:

A. less than the time-weighted rate of return.

B. the same as the time-weighted rate of return.

C. greater than the time-weighted rate of return.

8. An investor is evaluating the returns of three recently formed ETFs. Selected 
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return information on the ETFs is presented in Exhibit 20:

Exhibit 1: Returns on ETFs

ETF Time Since Inception Return Since Inception (%)

1 125 days 4.25
2 8 weeks 1.95
3 16 months 17.18

Which ETF has the highest annualized rate of return?

A. ETF 1

B. ETF 2

C. ETF 3

9. The price of a stock at t = 0 is USD208.25 and at t = 1 is USD186.75. The continu-
ously compounded rate of return, r1,T for the stock from t = 0 to t = 1 is closest to:

A. –10.90 percent.

B. –10.32 percent.

C. 11.51 percent.

10. A USD25 million equity portfolio is financed 20 percent with debt at a cost of 6 
percent annual cost. If that equity portfolio generates a 10 percent annual total 
investment return, then the leveraged return is:

A. 11.0 percent.

B. 11.2 percent.

C. 13.2 percent

11. An investment manager’s gross return is:

A. an after-tax nominal, risk-adjusted return.

B. the return earned by the manager prior to deduction of trading expenses.

C. an often used measure of an investment manager’s skill because it does not 
include expenses related to management or administration.

12. The strategy of using leverage to enhance investment returns:

A. amplifies gains but not losses.

B. doubles the net return if half of the invested capital is borrowed.

C. increases total investment return only if the return earned exceeds the bor-
rowing cost.

13. At the beginning of the year, an investor holds EUR10,000 in a hedge fund. The 
investor borrowed 25 percent of the purchase price, EUR2,500, at an annual 
interest rate of 6 percent and expects to pay a 30 percent tax on the return she 
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earns from his investment. At the end of the year, the hedge fund reported the 
information in Exhibit 22:

Exhibit 1: Hedge Fund Investment

Gross return 8.46%
Trading expenses 1.10%
Managerial and administrative expenses 1.60%

The investor’s after-tax return on the hedge fund investment is closest to:

A. 3.60 percent.

B. 3.98 percent.

C. 5.00 percent.
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SOLUTIONS

1. C is correct. The nominal risk-free rate is approximated as the sum of the real 
risk-free interest rate and an inflation premium.

2. C is correct. US Treasury bonds are highly liquid, whereas the bonds of small 
issuers trade infrequently and the interest rate includes a liquidity premium. 
This liquidity premium reflects the relatively high costs (including the impact on 
price) of selling a position. As the two bond issues have the same 30-year matu-
rity, the observed difference in yields would not be solely explained by maturity. 
Further, the inflation premium embedded in the yield of both bonds is likely to be 
similar given they are both US-based bonds with the same maturity.

3. A is correct. The geometric mean return for Fund Y is calculated as follows:

     
_

 R    G    = [(1 + 0.195) × (1 − 0.019) × (1 + 0.197) × (1 + 0.350) × (1 + 0.057)](1/5) − 1

 = 14.9%.

4. A is correct. The harmonic mean is appropriate for determining the average price 
per unit as it gives equal weight to each data point and reduces the potential 
influence of outliers. It is calculated as follows:

     
_

 X    H   =  4/[(1/62.00) + (1/76.00) + (1/84.00) + (1/90.00)] = EUR76.48.

5. B is correct. The geometric mean compounds the periodic returns of every 
period, giving the investor a more accurate measure of the terminal value of an 
investment.

6. C is correct. The money-weighted rate of return considers both the timing and 
amounts of investments into the fund. To calculate the money-weighted rate of 
return, tabulate the annual returns and investment amounts to determine the 
cash flows.

Year 1 2 3

Balance from previous year 0 USD1,150 USD4,560
New investment USD1,000 USD2,850 USD40,440
Net balance at the beginning of year USD1,000 USD4,000 USD45,000
Investment return for the year 15% 14% −4%
Investment gain (loss) USD150 USD560 −USD1,800
Balance at the end of year USD1,150 USD4,560 USD43,200

 CF0 = –USD1,000, CF1 = –USD2,850, CF2 = –USD40,440, CF3 = +USD43,200.

   

 CF  0   = − 1, 000

   

 CF  1   = − 2, 850

   

 CF  2   = − 40, 440

    CF  3   = + 43, 200   

  
 CF  0  
 _   (1 + IRR)    0    +   

 CF  1  
 _   (1 + IRR)    1    +   

 CF  2  
 _   (1 + IRR)    2    +   

 CF  3  
 _   (1 + IRR)    3   

     

=   − 1, 000 _ 1   +   − 2, 850 _   (1 + IRR)    1    +   − 40, 440 _   (1 + IRR)    2    +   43, 200 _   (1 + IRR)    3    = 0

  .

Solving for IRR results in a value of IRR = −2.22 percent.
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Note that A and B are incorrect because the time-weighted rate of return (TWR) 
of the fund is the same as the geometric mean return of the fund and is positive:

   R  TW   =  
3
 √ 
_______________

   (1.15)  (1.14)  (0.96)    − 1 = 7.97% .

7. A is correct. Computation of the money-weighted return, r, requires finding the 
discount rate that sums the present value of cash flows to zero. Because most of 
the investment came during Year 2, the money-weighted return will be biased 
toward the performance of Year 2 when the return was lower. The cash flows are 
as follows:

 CF0 = −10

 CF1 = −100

 CF2 = +120.31

The terminal value is determined by summing the investment returns for each 
period [(10 × 1.14 × 1.08) + (100 × 1.08)].

   
  

 CF  0  
 _   (1 + IRR)    0    +   

 CF  1  
 _   (1 + IRR)    1    +   

 CF  2  
 _   (1 + IRR)    2       

  − 10 _ 1   +   − 100 _   (1 + IRR)    1    +   120.31 _   (1 + IRR)    2    = 0
   .

This results in a value of IRR = 8.53 percent.
The time-weighted return of the fund is calculated as follows:

   R  TW    =   
2
 √ 
_

  (1.14)  (1.08)    − 1  = 10.96%.

8. B is correct. The annualized rate of return for

 ETF 1 annualized return = (1.0425365/125) – 1 = 12.92%

 ETF 2 annualized return = (1.019552/8) − 1 = 13.37%

 ETF 3 annualized return = (1.171812/16) – 1 = 12.63%

Despite having the lowest value for the periodic rate, ETF 2 has the highest 
annualized rate of return because of the reinvestment rate assumption and the 
compounding of the periodic rate.

9. A is correct. The continuously compounded return from t = 0 to t = 1 is r0,1 = 
ln(S1/S0) = ln(186.75/208.25) = –0.10897 = –10.90%.

10. A is correct.

   R  L   =  R  p   +   
 V  B  

 _  V  E     ( R  p   −  r  D  )  

  =  10%  +    USD5 million   ___________  USD20 million    (10% −  6%)   

  =  10%  +  0.25 × 4%  =  11.0% .

11. C is correct. Gross returns are calculated on a pre-tax basis; trading expenses are 
accounted for in the computation of gross returns as they contribute directly to 
the returns earned by the manager. A is incorrect because investment managers’ 
gross returns are pre-tax and not adjusted for risk. B is incorrect because manag-
ers’ gross returns do reflect the deduction of trading expenses since they contrib-
ute directly to the return earned by the manager.
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12. C is correct. The use of leverage can increase an investor’s return if the total 
investment return earned on the leveraged investment exceeds the borrowing 
cost on debt. A is incorrect because leverage amplifies both gains and losses. B is 
incorrect because, if half of the invested capital is borrowed, then the investor’s 
gross (not net) return would double.

13. C is correct. The first step is to compute the investor’s net return from the hedge 
fund investment. The net return is the fund’s gross return less managerial and ad-
ministrative expenses of 1.60 percent, or 8.46% – 1.60% = 6.86%. Note that trad-
ing expenses are already reflected in the gross return, so they are not subtracted.
The second step is to compute the investor’s leveraged return (the investor bor-
rowed EUR2,500 (25 percent) of the purchase), calculated as: follows

   R  L   =  R  p   +   
 V  B  

 _  V  E     ( R  p   −  r  D  )   

   R  L   = 6.86% +   EUR2, 500  _ EUR7, 500   (6.86 % − 6%)  

   R  L   = 6.86% + 0.33 × 0.86% = 7.15% .

The final step is to compute the after-tax return:
After-tax return = 7.15% (1 – 0.30) = 5.00%.
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Time Value of Money in Finance

LEARNING OUTCOMES
Mastery The candidate should be able to:

calculate and interpret the present value (PV) of fixed-income and 
equity instruments based on expected future cash flows 
calculate and interpret the implied return of fixed-income 
instruments and required return and implied growth of equity 
instruments given the present value (PV) and cash flows
explain the cash flow additivity principle, its importance for the 
no-arbitrage condition, and its use in calculating implied forward 
interest rates, forward exchange rates, and option values

INTRODUCTION

This learning module applies time value of money principles in valuing financial assets. 
The first lesson focuses on solving for the present value of expected future cash flows 
associated with bonds and stocks. In the second lesson, the focus shifts to solving for 
implied bond and stock returns given current prices. This includes solving for and 
interpreting implied growth rates associated with given stock prices. The final lesson 
introduces cash flow additivity, an important principle which ensures that financial 
asset prices do not allow investors to earn risk-free profits, illustrated with several 
examples. The material covered in this learning module provides an important foun-
dation for candidates in understanding how financial assets are priced in markets.

LEARNING MODULE OVERVIEW

 ■ The price of a bond is the sum of the present values of the 
bond’s promised coupon payments and its par value. For dis-
count bonds, the price reflects only the present value of the bond’s par 
value.

 ■ The value of a stock should reflect the sum of the present values of the 
stock’s expected future dividends in perpetuity.

 ■ Stock valuation models are classified by the expected growth pattern 
assumed for future dividends: (1) no growth, (2) constant growth, or 
(3) changing dividend growth.

1

L E A R N I N G  M O D U L E

2
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 ■ If a bond’s price is known, the bond’s implied return can be computed 
using the bond’s price and its promised future cash flows.

 ■ A stock’s required return can be estimated given the stock’s current 
price and assumptions about its expected future dividends and growth 
rates.

 ■ A stock’s implied dividend growth rate can be estimated given the 
stock’s current price and assumptions about its expected future divi-
dends and required return.

 ■ If valuing two (or more) cash flow streams, the cash flow additivity 
principle allows for the cash flow streams to be compared (as long as 
the cash flows occur at the same point in time).

 ■ Application of cash flow additivity allows for confirmation that asset 
prices are the same for economically equivalent assets (even if the 
assets have differing cash flow streams).

 ■ Several real-world applications of cash flow additivity are used to illus-
trate no-arbitrage pricing.

TIME VALUE OF MONEY IN FIXED INCOME AND 
EQUITY

calculate and interpret the present value (PV) of fixed-income and 
equity instruments based on expected future cash flows 

The timing of cash flows associated with financial instruments affects their value, with 
cash inflows valued more highly the sooner they are received. The time value of money 
represents the trade-off between cash flows received today versus those received on a 
future date, allowing the comparison of the current or present value of one or more 
cash flows to those received at different times in the future. This difference is based 
upon an appropriate discount rate r as shown in the prior learning module, which 
varies based upon the type of instrument and the timing and riskiness of expected 
cash flows.

In general, the relationship between a current or present value (PV) and future 
value (FV) of a cash flow, where r is the stated discount rate per period and t is the 
number of compounding periods, is as follows:

 FVt = PV(1 + r)t. (1)

If the number of compounding periods t is very large, that is, t→∞, we compound 
the initial cash flow on a continuous basis as follows:

 FVt = PVer t. (2)

Conversely, present values can be expressed in future value terms, which requires 
recasting Equation 1 as follows:

   

 FV  t   = PV   (1 + r)    t 

   PV =  FV  t   [  1 _   (1 + r)    t   ]    

PV =  FV  t     (1 + r)    −t 

   . (3)

The continuous time equivalent expression of Equation 3 is as follows:

2
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 PVt = FVe−r t. (4)

Fixed-Income Instruments and the Time Value of Money
Fixed-income instruments are debt instruments, such as a bond or a loan, that rep-
resent contracts under which an issuer borrows money from an investor in exchange 
for a promise of future repayment. The discount rate for fixed-income instruments 
is an interest rate, and the rate of return on a bond or loan is often referred to as its 
yield-to-maturity (YTM).

Cash flows associated with fixed-income instruments usually follow one of three 
general patterns:

 ■ Discount: An investor pays an initial price (PV) for a bond or loan and 
receives a single principal cash flow (FV) at maturity. The difference (FV − 
PV) represents the interest earned over the life of the instrument.

 ■ Periodic Interest: An investor pays an initial price (PV) for a bond or loan 
and receives interest cash flows (PMT) at pre-determined intervals over the 
life of the instrument, with the final interest payment and the principal (FV) 
paid at maturity.

 ■ Level Payments: An investor pays an initial price (PV) and receives uniform 
cash flows at pre-determined intervals (A) through maturity which represent 
both interest and principal repayment.

Discount Instruments

The discount cash flow pattern is shown in Exhibit 1:

Exhibit 1: Discount Bond Cash Flows

Years

Investor pays
discounted

value of bond
at inception

Investor receives
final bond principal

payment at maturity

(FV–PV) represents
interest over the

investment period

PV

PV

FV
FV

5.0

The present value (PV) calculation for a discount bond with principal (FV) paid at 
time t with a market discount rate of r per period is:

 PV(Discount Bond) = FVt / (1 + r)t. (5)
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The investor’s sole source of return is the difference between the price paid (PV) and 
full principal (FV) received at maturity. This type of bond is often referred to as a 
zero-coupon bond given the lack of intermediate interest cash flows, which for bonds 
are generally referred to as coupons.

EXAMPLE 1

Discount Bonds under Positive and Negative Interest 
Rates

While most governments issue fixed coupon bonds with principal paid at matu-
rity, for many government issuers such as the United States, United Kingdom, 
or India, investors buy and sell individual interest or principal cash flows sepa-
rated (or stripped) from these instruments as discount bonds. Consider a single 
principal cash flow payable in 20 years on a Republic of India government bond 
issued when the YTM is 6.70 percent. For purposes of this simplified example, 
we use annual compounding, that is, t in Equation 5 is equal to the number of 
years until the cash flow occurs.

1. What should an investor expect to pay for this discount bond per INR100 of 
principal?
Solution:
INR27.33
We solve for PV given r of 6.70 percent, t = 20, and FV20 of INR100 using 
Equation 5:

 PV = INR100 / (1 + 0.067)20 = INR27.33.

We may also use the Microsoft Excel or Google Sheets PV function:

 = PV (rate, nper, pmt, FV, type), 

where:

rate = the market discount rate per period,

nper = the number of periods,

pmt = the periodic coupon payment (zero for a discount bond),

FV = future or face value, and

type = payments made at the end (0 as in this case) or beginning (1) of each 
period.

As a cash outflow (or price paid), the Excel PV solution has a negative sign, 
so:

 PV = (27.33) = PV (0.067,20,0,100,0).

While the principal (FV) is a constant INR100, the price (PV) changes as 
both time passes, and interest rates change.

2. If we assume that interest rates remain unchanged, what is the price (PV) of 
the bond in three years’ time? 
Solution:
INR33.21
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Solve for PV by substituting t = 17 into the prior calculation using Equation 
5:

 PV = INR100 / (1 + 0.067)17 = INR33.21.

The INR5.88 price increase with a constant r represents implied interest 
earned over the three years. If the interest rate is positive, the PV generally 
rises (or accretes) over time to reach FV as time passes and t approaches 
zero.

3. Prices also change as interest rates change. Suppose after purchase at t = 
0 we observe an immediate drop in the bond price to INR22.68224 per 
INR100 of principal. What is the implied interest rate on the discount bond? 
Solution:
7.70 percent
Here we may solve for r in Equation 5 as follows:

 INR22.68224 = INR100 / (1 + r)20.

Rearranging Equation 5, we get:

 r = 7.70 percent = (100/22.68224)1/20 − 1.

Alternatively, we may use the Microsoft Excel or Google Sheets RATE 
function:
= RATE (nper, pmt, PV, FV, type, guess) using the same ar-
guments as above, with guess as an optional estimate argument, which must 
be between 0 and 1 and defaults to 0.1, as follows:

 7.70 percent = RATE (20,0,-22.68224,100,0,0.1).

This shows that a 100 basis point (1.00 percent) increase in r results in an 
INR4.65 price decrease, underscoring the inverse relationship between price 
and YTM.

4. Now consider a bond issued at negative interest rates. In July 2016, Germa-
ny became the first eurozone country to issue 10-year sovereign bonds at a 
negative yield. If the German government bond annual YTM was −0.05 per-
cent when issued, calculate the present value (PV) of the bond per EUR100 
of principal (FV) at the time of issuance. 
Solution:
EUR100.50
Solve for PV given r of −0.05 percent, t =10, and FV10 of EUR100 using 
Equation 1:

 PV = EUR100.50 = EUR100 / (1 − 0.0005)10, 

or

 PV = (100.50) = PV (−0.0005,10,0,100,0).

At issuance, this bond is priced at a premium, meaning that an investor pur-
chasing the bond at issuance paid EUR0.50 above the future value expected 
at maturity, which is the principal.

5. Six years later, when German inflation reached highs not seen in decades 
and investors increased their required nominal rate of return, say we ob-
served that the German government bond in question 4 is now trading at 
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a price (PV) of EUR95.72 per EUR100 principal. What is the YTM on this 
bond? 
Solution:
1.10 percent
Use Equation 5 to solve for r given a PV of 95.72, FV of 100, and t = 4, we 
get:
EUR95.72 = EUR100 / (1 + r)4; r = 1.10%, 
or
1.10% = RATE (4,0,-95.72,100,0,0.1).
In the case of the Republic of India discount bond, a higher interest rate will 
reduce the bond’s price. However, in contrast to the accreting price of a dis-
count bond, the premium bond’s price will decline (or amortize) over time 
to reach the EUR100 future value at maturity.

Coupon Instrument

A periodic cash flow pattern for fixed-income interest payments with principal repaid 
at maturity is shown in Exhibit 2. In this case, all the periodic cash flow payments are 
identical and occur on a semiannual basis.

Exhibit 2: Coupon Bond Cash Flows

0.50.5 1.01.0 1.51.5 2.02.0 2.52.5 3.03.0 3.53.5 4.04.0 4.54.5 5.05.0

PVPV

PMT+FV
FV

PMT+FV
FV

PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT

YearsYears

Investor pays
present value

of bond at
inception

Investor receives
final coupon and

principal payment
at maturity

Pricing a coupon bond extends the single cash flow calculation for a discount bond to 
a general formula for calculating a bond’s price (PV) given the market discount rate 
on a coupon date, as follows:

 PV(Coupon Bond) 
 = PMT1 / (1 + r)1 + PMT2 / (1 + r)2 + … + (PMTN + FVN) / (1 + r)N. (6)
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EXAMPLE 2

Hellenic Republic of Greece Annual Coupon Bond

At the height of the COVID pandemic, the government of Greece issued a 2 
percent annual coupon bond maturing in seven years.

1. If the observed YTM at issuance was 2.00 percent, what was the issuance 
price (PV) per EUR100 of principal? 
Solution:
EUR100
Solve for PV using Equation 6 with PMTi = EUR2, r = 2.00%, and FV = 
EUR100:

 PV = EUR100

 =    2 _ 1.02   +   2 _  1.02   2    +   2 _  1.02   3    +   2 _  1.02   4    +   2 _  1.02   5    +   2 _  1.02   6    +   2 _  1.02   7    .

We may solve this using the Microsoft Excel or Google Sheets PV function 
introduced earlier (PV (0.02,7,2,100,0)). The issuance price equals the princi-
pal (PV = FV). This relationship holds on a coupon date for any bond where 
the fixed periodic coupon is equal to the discount rate.
The present value of each cash flow may be solved using Equation 5. For 
example, the final EUR102 interest and principal cash flow in seven years is:

 PV = EUR88.80 = EUR102/(1.02)7.

The following table shows the present value of all bond cash flows:
 

Years/Periods 0 1 2 3 4 5 6 7

FV 2 2 2 2 2 2 102
PV 100.00 1.96 1.92 1.88 1.85 1.81 1.78 88.80

 

2. Next, let’s assume that, exactly one year later, a sharp rise in Eurozone 
inflation drove the Greek bond’s price lower to EUR93.091 (per EUR100 of 
principal). What would be the implied YTM expected by investors under 
these new market conditions? 
Solution:
3.532 percent
In this case, we must solve for r using Equation 6, with PV equal to 93.091, 
as follows:

 PV = 93.091 = 2/(1+r) + 2/(1+r)2 + 2/(1+r)3 + 2/(1+r)4 + 102/(1+r)5.

Here we may use the Microsoft Excel or Google Sheets RATE function 
(RATE (5,2,93.091,100,0,0.1)) to solve for r of 3.532 percent. 
Investors in fixed coupon bonds face a capital loss when investors expect a 
higher YTM.

The interest rate r used to discount all cash flows in Equation 6 is the bond’s YTM, 
which is typically quoted on an annual basis. However, many bonds issued by public 
or private borrowers pay interest on a semiannual basis. In Example 3, we revisit 
the Republic of India bond from which a single cash flow was stripped in an earlier 
simplified example.
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EXAMPLE 3

Republic of India Semiannual Coupon Bond

Consider the 20-year Republic of India government bond from which the dis-
count bond in Example 1 was separated (or stripped). The bond was issued at 
an annualized coupon rate of 6.70 percent and a YTM of 6.70 percent, and the 
coupon payments are semiannual.

1. Solve for the price of the bond at issuance. 
Solution:
INR100
As coupon periods are semiannual, for a principal of INR100, PMT = 
INR3.35 (=6.70/2) and the periodic discount rate is 3.35 percent (=6.70 
percent/2), as follows:

 PV = 3.35/(1.0335) + 3.35/(1.0335)2 + … + 3.35/(1.0335)39 + 103.35/
(1.0335)40.

As shown in Example 2, because the coupon rate is equal to the YTM, we 
expect this bond to have a PV of INR100 at issuance.

2. What is the bond’s price if the YTM immediately rises to 7.70 percent? 
Solution:
INR89.88
We can solve for the PV as INR89.88 using Equation 6 with r = 3.85% 
(=7.70/2) or using the Microsoft Excel or Google Sheets PV function (PV 
(0.0385,40,3.35,100,0)). The first and final three cash flows are 
shown below:

 

r 

Years 0 0.5 1 1.5 19 19.5 20

Periods 0 1 2 3 38 39 40

FV 3.35 3.35 3.35 3.35 3.35 103.35
6.70% PV 100.00 3.24 3.14 3.03 0.96 0.93 27.66
7.70% PV 89.88 3.23 3.11 2.99 0.80 0.77 22.81

 

3. Recalculate the discount bond price for the final principal payment in 20 
years from Example 1 using a 6.70 percent semiannual discount rate. 
Solution:
INR26.77
Note that the PV calculation using the same annual discount rate for 40 
semiannual periods will differ slightly using Equation 5, as follows:

 PV = INR27.66 = (PMT40 + FV40)/(1+r/2)40,

 PV(PMT40) = INR0.90 = 3.35 / (1.0335)40,

 PV(FV40) = INR26.77 = 100 / (1.0335)40.

Compounding on a semiannual basis for 40 periods, PV(FV40) of 26.77 is 
less than the original PV of 27.33 using 20 annual periods from Example 1 
(since 1/(1+r)t > 1/(1+r/2)2t when r ≥ 0).
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A perpetual bond is a less common type of coupon bond with no stated maturity 
date. Most perpetual bonds are issued by companies to obtain equity-like financing 
and often include redemption features. As N→∞ in Equation 6, we can simplify this 
to solve for the present value of a perpetuity (or perpetual fixed periodic cash flow 
without early redemption), where r > 0, as follows:

 PV(Perpetual Bond) = PMT / r. (7)

EXAMPLE 4

KB Financial Perpetual Bond

In 2020, KB Financial (the holding company for Kookmin Bank) issued KRW325 
billion in perpetual bonds with a 3.30 percent quarterly coupon.

1. Calculate the bond’s YTM if the market price was KRW97.03 (per 
KRW100). 
Solution:
3.40 percent
Solve for r in Equation 7 given a PV of KRW97.03 and a periodic quarterly 
coupon (PMT) of KRW0.825 (= (3.30% × KRW100)/4):

 KRW97.03 = KRW0.825 / r ;

r = 0.85% per period, or 3.40% (=0.85% × 4) on an annualized basis.

Annuity Instruments

Examples of fixed-income instruments with level payments, which combine interest 
and principal cash flows through maturity, include fully amortizing loans such as 
mortgages and a fixed-income stream of periodic cash inflows over a finite period 
known as an annuity. Exhibit 3 illustrates an example of level monthly cash flows 
based upon a mortgage.

Exhibit 3: Mortgage Cash Flows

11 22 33 44 55 356356...... 357357 358358 359359 360360
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INTINT INTINT INTINT

MonthsMonths

Borrower
receives

mortgage loan
at inception

Investor receives a fixed periodic 
payment equal to the sum of 

interest and principal payments
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We may calculate the periodic annuity cash flow (A), which occurs at the end of each 
respective period, as follows:

  A =   r (PV)  _ 1 −   (1 + r)    −t     , (8)

where:

 A = periodic cash flow,

 r = market interest rate per period,

 PV = present value or principal amount of loan or bond, and

 t = number of payment periods.

EXAMPLE 5

Mortgage Cash Flows

An investor seeks a fixed-rate 30-year mortgage loan to finance 80 percent of 
the purchase price of USD1,000,000 for a residential building.

1. Calculate the investor’s monthly payment if the annual mortgage rate is 5.25 
percent. 
Solution:
Solve for A using Equation 8 with r = 0.4375% (= 5.25%/12), t of 360, and PV 
of USD800,000 (=80% × USD1,000,000):

  A = USD4, 417.63 =    
0.4375%  (USD800, 000) 

  __________________  1 −   (1 + 0.4375%)    −360    .

The 360 level monthly payments consist of both principal and interest.

2. What is the principal amortization and interest breakdown of the first two 
monthly cash flows? 
Solution:
Month 1 interest is USD3,500 and principal is USD917.63
Month 2 interest is USD3,495.99 and principal is USD921.64

Month 1:

Interest: USD3,500 = USD800,000 × 0.4375% (=PV0 × r)

Principal Amortization: USD4,417.63 − USD3,500 = USD917.63

Remaining Principal (PV1): USD799,082.37 = USD800,000 
− USD917.63

Month 2:

Interest: USD3,495.99 = USD799,082.37 × 0.4375% (=PV1 × r)

Principal Amortization: USD4,417.63 − USD3,495.99 = USD921.64

Remaining Principal (PV2): USD798,160.73 = USD799,082.37 
− USD921.64

Although the periodic mortgage payment is constant, the proportion of 
interest per payment declines while the principal amortization rises over 
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time. The following spreadsheet shows the first and final three monthly cash 
flows.

 

Month
Total Monthly 

Payment

Monthly 
Interest 

Payment

Monthly 
Principal 

Repayment
Remaining 

Principal

1 $ 4,417.63 $ 3,500.00 $ 917.63 $ 799,082.37
2 $ 4,417.63 $ 3,495.99 $ 921.64 $ 798,160.73
3 $ 4,417.63 $ 3,491.95 $ 925.68 $ 797,235.05
…
358 $ 4,417.63 $ 57.48 $ 4,360.15 $ 8,777.61
359 $ 4,417.63 $ 38.40 $ 4,379.23 $ 4,398.39
360 $ 4,417.63 $ 19.24 $ 4,398.39 $ 0.00

 

Equity Instruments and the Time Value of Money
Equity investments, such as preferred or common stock, represent ownership shares in 
a company which entitle investors to receive any discretionary cash flows in the form 
of dividends. Unlike fixed-income instruments, equity investments have no maturity 
date and are assumed to remain outstanding indefinitely, or until a company is sold, 
restructured, or liquidated. One way to value a company’s shares is by discounting 
expected future cash flows using an expected rate of return (r). These cash flows 
include any periodic dividends received plus the expected price received at the end 
of an investment horizon.

Common assumptions associated with valuing equity instruments based upon 
dividend cash flows often follow one of three general approaches:

 ■ Constant Dividends: An investor pays an initial price (PV) for a preferred or 
common share of stock and receives a fixed periodic dividend (D).

 ■ Constant Dividend Growth Rate: An investor pays an initial price (PV) for a 
share of stock and receives an initial dividend in one period (Dt+1), which is 
expected to grow over time at a constant rate of g.

 ■ Changing Dividend Growth Rate: An investor pays an initial price (PV) for 
a share of stock and receives an initial dividend in one period (Dt+1). The 
dividend is expected to grow at a rate that changes over time as a company 
moves from an initial period of high growth to slower growth as it reaches 
maturity.

The simplest case of a stock that is assumed to pay constant dividends in perpe-
tuity is shown in Exhibit 4.
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Exhibit 4: Equity Cash Flows with Constant Dividends
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The price of a preferred or common share expected to pay a constant periodic dividend 
is an infinite series that simplifies to the formula for the present value of a perpetuity 
shown and is similar to the valuation of a perpetual bond that we encountered earlier. 
Specifically, the valuation in Equation 7:

  P  V  t   =  ∑ 
i=1

  
∞

      
 D  t   _   (1 + r)    i    , and (9)

  P  V  t   =   
 D  t   _ r   . (10)

EXAMPLE 6

Constant Dividend Cash Flows

Shipline PLC is a company that pays regular dividends of GBP1.50 per year, 
which are expected to continue indefinitely.

1. What is Shipline’s expected stock price if shareholders’ required rate of 
return is 15 percent?
Solution:
GBP10
Solve for PV using Equation 10, where D is GBP1.50 and the rate of return 
per period r is 15 percent:

 PV = GBP10.00 = GBP1.50/0.15.

Alternatively, a common equity forecasting approach is to assume a constant 
dividend growth rate (g) into perpetuity, as illustrated in Exhibit 5.
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Exhibit 5: Equity Cash Flows with Constant Dividend Growth
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If dividends grow at a rate of g per period and are paid at the end of each period, the 
next dividend (at time t + 1) may be shown as follows:

 Dt +1 = Dt (1 + g), (11)

or generally in i periods as:
 Dt +i= Dt (1 + g)i. (12)

If dividend cash flows continue to grow at g indefinitely, then we may rewrite Equation 
10 as follows:

  P  V  t   =  ∑ 
i=1

  
∞

      
 D  t     (1 + g)    i 

 _   (1 + r)    i     , (13)

which simplifies to:

  P  V  t   =   
 D  t   (1 + g) 

 _ r − g   =   
 D  t+1  

 _ r − g    , (14)

where r – g > 0.
An alternative to constant dividend growth is an assumption of changing growth. 

This is common for evaluating the share price of firms expected to experience an 
initial rapid rise in cash flow, followed by slower growth as a company matures. The 
simplest form of changing dividend growth is the two-stage model shown in Exhibit 6.
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Exhibit 6: Equity Cash Flows with Two-Stage Dividend Growth
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The example in Exhibit 6 shows a company with an initial higher short-term dividend 
growth of gs for the first three years, followed by lower long-term growth (gl, where 
gs > gl) indefinitely thereafter. If we generalize the initial growth phase to n periods 
followed by indefinite slower growth at gl, we obtain a modified version of Equation 
14 as follows:

  P  V  t   =  ∑ 
i=1

  
n
      

 D  t     (1 +  g  s  )    i  _   (1 + r)    i   +  ∑ j=n+1  
∞

      
 D  t+n     (1 +  g  l  )    j  _   (1 + r)    j    . (15)

Note that the second expression in Equation 15 involves constant growth starting in 
n periods, for which we can substitute the geometric series simplification:

  P  V  t   =  ∑ 
i=1

  
n
      

 D  t     (1 +  g  s  )    i  _   (1 + r)    i   +   
E( S  t+n  )

 _   (1 + r)    n     , (16)

where the stock value of the stock in n periods ( E( S  t+n   ) is referred to as the terminal 
value) and is equal to the following:

  E( S  t+n   ) =   
 D  t+n+1  

 _ r−  g  l     . (17)

We revisit the Shipline PLC stock price example to evaluate the effects of constant 
dividend, constant dividend growth and changing dividend growth assumptions on 
a company’s expected share price.

EXAMPLE 7

Constant and Changing Dividend Growth

Recall that based on a constant GBP1.50 annual dividend and required return 
of 15 percent, we showed Shipline PLC’s expected stock price to be GBP10.00. 
Suppose instead that an investment analyst assumes that Shipline will grow its 
annual dividend by 6 percent per year indefinitely.
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1. How does Shipline’s expected share price change under the analyst’s con-
stant growth assumption? 
Solution:
GBP17.67
Using Equation 14, solve for PV using Dt+1 of GBP1.59 (=GBP1.50 × (1 + 
0.06)), r of 15%, and g of 6%:

 PV = GBP1.59 / (15% − 6%) = GBP17.67.

Note that a higher growth rate g increases the PV by reducing the denomi-
nator (r − g).

2. How does Shipline’s expected share price change if we assume instead an 
initial dividend growth of 6 percent over a three-year period followed by 
constant 2 percent dividend growth thereafter? 
Solution:
GBP13.05
We may solve for Shipline’s expected share price (PV) using Equations 
15–17 and Dt = 1.5, gs = 6%, n = 3, r = 15%, and gl = 2%, as follows:

  P  V  t   =  ∑ 
i=1

  
3
      1.50   (1 + 0.06)    i   ___________   (1 + 0.15)    i   +  ∑ j=4  

∞
      

 D  t+3     (1 + 0.02)    j 
  ___________   (1 + 0.15)    j    .

As a first step, we calculate the present value of dividends associated with 
the higher 6 percent growth rate over the first three years as shown in the 
first expression. As a second step, we calculate the present value of future 
dividends at a lower 2 percent growth rate for an indefinite period. The sum 
of these two steps is the expected share price.

Step 1 Solve for the first step as GBP3.832 with dividend cash flows for the 
initial growth period as shown in the following spreadsheet:

 

t D PV(D) at r% 

0 1.500
1 1.590 1.383
2 1.685 1.274
3 1.787 1.175
PV(ST growth) 3.832

 

Step 2 As shown in Equation 17, the second expression simplifies as follows:

    
E( S  4  )

 _   (1 + r)    3    ; with E( S  4   ) =   
 D  4  
 _ r−  g  l     .

We may solve for D4 as GBP1.894 (=1.787 × 1.02 = D3(1 + gl)) and the second 
expression to be GBP9.22 as follows:

 GBP9.22 =    
 
1.894

 ⧸ (0.15 − 0.02)    _____________   (1.15)    3    .

Step 3 The sum of these two steps gives us an expected Shipline share price 
of GBP13.05 (=3.83 + 9.22).

In the following table, we show the sensitivity of Shipline’s expected share 
price (PV) to changes in the long-term growth rate (gl) after three years of 6 
percent dividend growth:
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Share Price LT Growth Rate 

11.66 0%
13.05 2%
14.94 4%
17.67 6%

 

IMPLIED RETURN AND GROWTH

calculate and interpret the implied return of fixed-income 
instruments and required return and implied growth of equity 
instruments given the present value (PV) and cash flows

Lesson 1 addressed the time value of money trade-off between cash flows occurring 
today versus those in the future for certain fixed income and equity instruments. 
Market participants often face a situation in which both the present and future values 
of instruments or cash flows may be known. In this case it becomes possible to solve 
for the implied return or growth rate implied by the current price and features of the 
future cash flows. In this sense, solving for the implied growth or return provides a 
view of the market expectations that are incorporated into the market price of the asset.

Implied Return for Fixed-Income Instruments
Fixed-income instruments are characterized by contractual interest and principal cash 
flows. If we observe the present value (or price) and assume that all future cash flows 
occur as promised, then the discount rate (r) or yield-to-maturity (YTM) is a measure 
of implied return under these assumptions for the cash flow pattern.

In the case of a discount bond or instrument, recall that an investor receives a 
single principal cash flow (FV) at maturity, with (FV − PV) representing the implied 
return, as shown in Exhibit 7.

3
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Exhibit 7: Discount Bond Implied Return

Years

(1+r)t

Discounted
bond value at

inception

Bond principal
payment ar maturity

PV

FV

5.0

We may rearrange Equation 5 from to solve for the implied periodic return earned 
over the life of the instrument (t periods):

  r =  
t

 √ 
_

   
F  V  t   _ PV     − 1  =   (  

F  V  t   _ PV  )    
  1 _ t  
  − 1 . (18)

EXAMPLE 8

Discount Bond Implied Return

Recall from Example 1 that in 2016, German 10-year government bond investors 
faced a price of EUR100.50 per EUR100 principal and an annual YTM of −0.05 
percent at issuance. That is, the German 10-year government bond was initially 
priced by the market to provide a negative return to the investor. Six years later, 
these bonds traded at a price (PV) of EUR95.72 per EUR100 principal.

1. What was the initial investor’s implied return on this bond over the six-year 
holding period?
Solution:
−0.81 percent
We can solve for an investor’s annualized return (r) using Equation 18 and a 
PV of 100.5, FV of 95.72, and t of 6 as follows:

  r = − 0.81 %  =   (  95.72 _ 100.5  )    
  1 _ 6  
  − 1 .

Note that an investor who purchases the discount bond at issuance and 
receives EUR100 in 10 years expects an implied return equal to the issuance 
YTM of −0.05 percent. However, the EUR4.78 price decline for the first six 
years translates into an annualized return of −0.81 percent, which is below 
the initial YTM of −0.05 percent. This negative return is consistent with an 
expected decline in the price (PV) of a discount bond amid higher inflation.
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2. What is the expected return of an investor who purchases the discount bond 
at EUR95.72 and holds it for the remaining four years? 
Solution:
1.10 percent
Here the current price of 95.72 in Equation 18 is now the PV, and the princi-
pal of 100 is FV, with t = 4:

  r = 1.10 %  =   (  100 _ 95.72  )    
  1 _ 4  
  − 1 .

Note that r of 1.10 percent is equal to the YTM for the remaining four years 
we derived in Example 1. The cumulative returns across the two investors 
is equal to the initial −0.05 percent YTM, assuming no transaction costs as 
follows:

  − 0.05 %  =  [  (1 − 0.0081)    6  ×   (1 + 0.011)    4 ]     
1 _ 10   − 1 .

These relationships are summarized in the following diagram:

Years

Full 10y Annualized Return (YTM)
–0.05%

10.0

–0.8%

1.10%

95.72

95.72

100

100.5

Initial 6y
Annualized Return:

–0.8%

Final 4y
Annualized Return:

1.10%

Unlike discount bonds, fixed-income instruments that pay periodic interest have 
cash flows throughout their life until maturity. The uniform discount rate (or internal 
rate of return) for all promised cash flows is the YTM, a single implied market discount 
rate for all cash flows regardless of timing as shown for a coupon bond in Exhibit 8.
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Exhibit 8: Coupon Bond Implied Return

0.50.5 1.01.0 1.51.5 2.02.0 2.52.5 3.03.0 3.53.5 4.04.0 4.54.5 5.05.0

PVPV

PMT+FV
FV

PMT+FV
FV

PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT PMTPMT

YearsYears

YTM = IRRYTM = IRR

Present value
of bond at
inception

Final coupon and
principal payment

at maturity

The YTM assumes an investor expects to receive all promised cash flows through 
maturity and reinvest any cash received at the same YTM. For coupon bonds, this 
involves periodic interest payments only, while for level payment instruments such 
as mortgages, the calculation assumes both interest and amortized principal may 
be invested at the same rate. Like other internal rates of return, the YTM cannot be 
solved using an equation, but it may be calculated using iteration with a spreadsheet 
or calculator, a process that solves for r in Equation 19, as follows:

 PV(Coupon Bond) 
 = PMT1 / (1 + r)1 + PMT2 / (1 + r)2 + … + (PMTN + FVN) / (1 + r)N, (19)

where FV equals a bond’s principal and N is the number of periods to maturity.
The Microsoft Excel or Google Sheets YIELD function can be used to calculate 

YTM for fixed-income instruments with periodic interest and full principal payment 
at maturity:

= YIELD (settlement, maturity, rate, pr, redemption, 
frequency, [basis]) 

where:

 settlement = settlement date entered using the DATE function;

 maturity = maturity date entered using the DATE function;

 rate = semi-annual (or periodic) coupon;

 pr = price per 100 face value;

 redemption = future value at maturity;

 frequency = number of coupons per year; and

 [basis] = day count convention, typically 0 for US bonds (30/360 day count).

Example 9 illustrates the implied return on fixed income instruments with peri-
odic interest.
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EXAMPLE 9

Greek Coupon Bond Implied Return

Recall from Example 2 that seven-year Greek government bonds issued in 
2020 with a 2.00 percent annual coupon had a price of EUR93.091 per EUR100 
principal two years later.

1. What is the implied two-year return for an investor able to reinvest periodic 
interest at the original YTM of 2.00 percent? 
Solution:
−1.445 percent
Using Equation 18 as for the discount bond, we must first calculate the 
future value (FV) after two years including the future price of 93.091 and all 
cash flows reinvested to that date:

 FV2 = PMT1(1 + r) + PMT2 + PV2

 FV2 = 97.13 = 2 × (1.02) + 2 + 93.091

  r = − 1.445 %  =   (  97.13 _ 100  )    
  1 _ 2  
  − 1 .

This negative annualized return was due to a EUR6.91 (=100 − 93.091) cap-
ital loss which exceeded the periodic interest plus reinvestment proceeds of 
EUR4.04 (=2 × (1.02) + 2). The fall in the price of the bond to EUR93.091 in 
2022 was a result of a rise in Eurozone inflation over the period.
For an investor purchasing the 2 percent coupon bond in 2022 at a price of 
EUR93.091, recall that we solved for an r (or YTM) of 3.532 percent. Note 
that this YTM calculation for the remaining five years assumes all cash flows 
can be reinvested at 3.532 percent through maturity. The rate(s) at which 
periodic interest can be reinvested is critical for the implied return calcula-
tion for coupon bonds as shown below. YTM is computed assuming that the 
bond is held to maturity.

© CFA Institute. For candidate use only. Not for distribution.



Implied Return and Growth 65

1.01.0 3.03.0 4.04.0 5.05.0 6.06.0 7.07.0

100100

100100

93.09193.091

3.532%3.532%

93.09193.091

22 22 22 22 22 22 22

YearsYears

–1.445%–1.445%

2.02.0

Equity Instruments, Implied Return, and Implied Growth
As noted in the discussion of calculating the present value of an equity investment, 
the price of a share of stock reflects not only the required return but also the growth 
of cash flows. If we begin with an assumption of constant growth of dividends from 
Equation 14, we can rearrange the formula as follows:

  r − g =   
 D  t   (1 + g) 

 _ P  V  t  
   =   

 D  t+1  
 _ P  V  t  
   . (20)

The left-hand side of Equation 20 simply reflects the difference between the required 
return and the constant growth rate, and the right-hand side is the dividend yield of the 
stock based on expected dividends over the next period. Thus, the implied return on a 
stock given its expected dividend yield and growth is given by Equation 21, as follows:

  r =   
 D  t   (1 + g) 

 _ P  V  t  
   + g =   

 D  t+1  
 _ P  V  t  
   + g . (21)

Simply put, if we assume that a stock’s dividend grows at a constant rate in perpetuity, 
the stock’s implied return is equal to its expected dividend yield plus the constant 
growth rate.

Alternatively, we may be interested in solving for a stock’s implied growth rate, 
and this relation is given by Equation 22:

  g =   
r * P  V  t   −  D  t   _ P  V  t  +  D  t  

   = r−   
 D  t+1  

 _ P  V  t  
   . (22)

If a stock’s next expected dividend is known, then we can calculate the implied growth 
by deducting its expected dividend yield from its required return.
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EXAMPLE 10

Implied Return and Growth for a Stock

Coca-Cola Company stock trades at a share price of USD63.00 and its annualized 
expected dividend per share during the next year is USD1.76.

1. If an analyst expects Coca-Cola’s dividend per share to increase at a constant 
4 percent per year indefinitely, calculate the required return expected by 
investors. 
Solution:
6.79 percent
Using Equation 21,

  r =   1.76 _ 63   + 0.04 = 0.0679 .

The required return expected for Coca-Cola stock is 6.79 percent given its 
current price, expected dividend, and expected dividend growth rate. Inves-
tor expectations of future stock returns are inferred by the combination of 
the current price, expected future cash flows and the cash flow growth rate.
Suppose that, instead of attempting to estimate the required return, an in-
vestor wishes to determine an implied dividend growth rate. In this case, the 
investor must assume a future stock return, as in question 2.

2. If the analyst believes that Coca-Cola stock investors should expect a return 
of 7 percent, calculate the implied dividend growth rate for Coca-Cola. 
Solution:
4.21 percent
Using Equation 22,

  g = 0.07−   1.76 _ 63    = 0.0421.

The implied dividend growth rate for Coca-Cola stock is 4.21 percent given 
its expected return, price, and expected dividend. Given that a higher ex-
pected return is assumed in this question compared to the case in question 
1, the result is a higher implied dividend growth rate to justify Coca-Cola’s 
stock price of USD63.00.

Rather than comparing equity share prices directly in currency terms, a com-
mon practice is to compare ratios of share price to earnings per share, or the 
price-to-earnings ratio.

PRICE-TO-EARNINGS RATIO

Price-to-earnings ratio is a relative valuation metric that improves compara-
bility by controlling for a known driver of value (earnings per share) as well as 
currency. It is analogous to expressing the price of real estate using a price per 
square meter.

A stock trading at a price-to-earnings ratio of 20 implies that its share price is 
20 times its earnings per share and investors are willing to pay 20 times earnings 
per share for each share traded, which is more expensive than a stock trading 
at a price to earnings ratio of 10.
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Price-to-earnings ratios not only are used for individual stocks but also are a val-
uation metric for stock indexes, such S&P 500, FTSE 100, or Nikkei 225. Here, the 
stock index value is divided by a weighted sum of the index constituents’ earnings 
per share. This will be explored in depth later in the curriculum, but we can relate 
the price-to-earnings ratio to our earlier discussion of relating a stock’s price (PV) to 
expected future cash flows to make some useful observations. First, recall Equation 14:

  P  V  t   =   
 D  t   (1 + g) 

 _ r − g   .

We can divide both sides by Et, earnings per share for period t, to obtain:

    
P  V  t   _  E  t  

   =   
  
 D  t   _  E  t  

   ×  (1 + g) 
 _ r− g   . (23)

The left-hand side of Equation 23 is the price-to-earnings ratio, whereas the first term 
in the numerator on the right is the proportion of earnings distributed to shareholders 
as dividends known as the dividend payout ratio.

Given a price-to-earnings ratio and dividend payout ratio, we can solve for either 
required return or implied dividend growth rate (given an assumption about the 
other). The required return is useful in understanding investor return expectations 
on a forward-looking basis. The implied constant growth rate is useful to compare 
with the company’s expected growth rate and historical growth rate. For example, if 
the implied constant growth rate is 10 percent yet the analyst estimates that the com-
pany can only grow by 5 percent, the analyst may judge the shares to be overvalued.

In practice, the forward price-to-earnings ratio or ratio of its share price to an 
estimate of its next period (t + 1) earnings per share is commonly used. With it, we 
can simplify the previous equation as follows:

    
P  V  t   _  E  t+1     =   

  
 D  t+1  

 _  E  t+1    
 _ r− g   . (24)

From Equation 24, we can see that forward price-to-earnings ratio is positively related 
to higher expected dividend payout ratio and higher expected growth but is negatively 
related to the required return.

EXAMPLE 11

Implied Return and Growth from Price to Earnings Ratio

1. Suppose Coca-Cola stock trades at a forward price to earnings ratio of 28, 
its expected dividend payout ratio is 70 percent, and analysts believe that its 
dividend will grow at a constant rate of 4 percent per year. Calculate Co-
ca-Cola’s required return. 
Solution: 
6.50 percent
Using Equation 24,

  28 =   0.7 _ r − 0.04   .

Solving this equation for r, Coca-Cola’s required return is 6.50 percent.
Given the above result for Coca-Cola’s required return, it should come as 
no surprise that if we instead assume that the required return on Coca-Cola 
stock is 6.50 percent, then we would find that Coca-Cola’s implied growth 
rate is 4 percent, and this result is confirmed in question 2.
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2. Suppose Coca-Cola stock trades at a forward price to earnings ratio of 28, 
its expected dividend payout ratio is 70 percent, and analysts believe that its 
required return is 6.50 percent. Calculate Coca-Cola’s implied growth rate.
Solution:
4.00 percent
Using Equation 24,

  28 =   0.70 _ 0.065− g   .

Solving this equation for g, Coca-Cola’s implied growth rate is 4.00 percent. 
In particular, Coca-Cola’s return is expected to be 2.5 percent greater than 
its dividend growth rate (i.e., 6.50% − 4.00%).
As discussed earlier, the same principles apply to understanding required 
returns and growth rates on stock indexes.

3. A stock index is trading at a forward price to earnings ratio of 19. If the ex-
pected dividend payout ratio on the index is 60 percent, and equity investors 
expect an index rate of return of 8 percent, calculate the implied constant 
growth rate for the index. 
Solution:
4.84 percent
Using Equation 24:

  19 =   0.60 _ 0.08− g   .

Solving for g, we find that investors expect the index’s dividend growth rate 
to be 4.84 percent in the future. Alternatively, we could assume that inves-
tors expect a 4.84 percent growth rate and solve for r to calculate 8 percent 
as the required return. Thus, the index forward price-to-earnings ratio of 
19 and an expected dividend payout ratio of 60 percent combine to reflect 
expectations of 8 percent return and 4.84 percent growth. Specifically, the 
required return exceeds the implied dividend growth rate by 3.16 percent 
(i.e., 8% − 4.84%).
An important point from the prior results is that equity prices, whether 
expressed simply as price or as a price-to-earnings ratio, reflect combined 
expectations about future returns and growth. Expectations of returns and 
growth are linked together by the difference between r and g. For example, 
the Coca-Cola example using a price-to-earnings ratio of 28 describes a situ-
ation in which investors must believe that the required return on Coca-Cola 
stock is 2.5 percent above its growth rate.

4. Suppose Coca-Cola stock trades at a forward price to earnings ratio of 28 
and its expected dividend payout ratio is 70 percent. Analysts believe that 
Coca-Cola stock should earn a 9 percent return and that its dividends will 
grow by 4.50 percent per year indefinitely. Recommend a course of action 
for an investor interested in taking a position in Coca-Cola stock. 
Solution:
Take a short position in Coca-Cola stock.
If we evaluate the above parameters using Equation 24, we can see that this 
results in an inequality.
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  28 >   0.70 _ 0.09− 0.045    = 15.56.

Coca-Cola’s forward price-to-earnings ratio of 28 is much greater than 
15.56, which is computed from the equation. Investor expectations of cash 
flow growth and return are inconsistent with Coca-Cola’s forward price 
to earnings ratio. Specifically, an investor should consider a short position 
in Coca-Cola stock in the belief that its price should decline because its 
current price to earnings ratio is well above what its fundamentals imply. As 
shown in results for questions 1 and 2 in this example, expectations for the 
required return and growth rate must be such that r – g = 2.50% to justify 
a forward price-to-earnings ratio of 28 given the expected dividend payout 
ratio of 70 percent.

CASH FLOW ADDITIVITY

explain the cash flow additivity principle, its importance for the 
no-arbitrage condition, and its use in calculating implied forward 
interest rates, forward exchange rates, and option values

The time value of money trade-off between cash flows occurring today versus those 
in the future may be extended beyond pricing future cash flows today or calculating 
the implied return on a single instrument using the cash flow additivity principle. 
Under cash flow additivity, the present value of any future cash flow stream indexed at 
the same point equals the sum of the present values of the cash flows. This principle 
is important in ensuring that market prices reflect the condition of no arbitrage, or 
that no possibility exists to earn a riskless profit in the absence of transaction costs.

Let’s begin with a basic example to demonstrate the cash flow additivity principle.

EXAMPLE 12

Basic Cash Flow Additivity

Let’s assume that you have GBP100 to invest, and have two strategies from which 
to choose with the following cash flow streams as shown in Exhibit 9.

4
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Exhibit 9: Two Investment Strategies
 

Time

GBP100 CF(1)1: GBP45 CF(1)2: GBP45 CF(1)3: GBP45

Strategy 1.)

t=0 t=1 t=2 t=3

GBP100 CF(2)1: GBP60 CF(2)2: GBP40 CF(2)3: GBP32.35

Strategy 2.)

Your required return for both investment strategies is 10 percent per time 
period.

1. Recommend which investment strategy to choose.
Solution:
To make a recommendation between these two strategies, we need to estab-
lish which one has the higher present value as well as whether either has a 
positive present value. To accomplish these objectives, we can first com-
pute the present values of both strategies and ensure that at least one has a 
positive present value in addition to comparing the present values of the two 
strategies. Alternatively, we can calculate the difference between the cash 
flows at each time period to effectively create a new set of cash flows. Both 
solution processes should yield an equivalent numeric result when compar-
ing the two strategies, and this numeric equivalence represents the cash flow 
additivity principle. Let’s first create the set of cash flows from the difference 
of the two strategies as shown in the diagram:

GBP100

t=0 t=1 t=2

Time

Strategy 2.) – Strategy 1.) 

t=3

CF(2-1)2: (GBP5)
CF(2-1)3: (GBP12.65)

CF(2-1)1: GBP15
CF(2-1)1: GBP0

The present value of these net cash flows is zero, indicating equivalence, as 
follows:

  PV = 0+   15 _ 1.10  +   − 5 _   (1.10)    2   +   − 12, 65 _   (1.10)    3    = 0 .

The conclusion from this analysis is that the two strategies are economically 
equivalent; therefore you should have no preference for one over the other. 
We must also determine whether these strategies are economically valuable. 
To do so, let’s calculate the present value of each strategy individually.
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For investment strategy 1, the present value is GBP11.91, as follows:

  PV = − 100+   45 _ 1.10  +   45 _   (1.10)    2   +   45 _   (1.10)    3    = 11.91 .

For investment strategy 2, the present value is also GBP11.91, as follows:

  PV = − 100+   60 _ 1.10  +   40 _   (1.10)    2   +   32.35 _   (1.10)    3    = 11.91 .

Both investment strategies are valuable in that the present value of the sums 
of their cash flows are positive. Since the present values are identical, sub-
tracting the present value of strategy 1 from the present value of strategy 2 is 
zero (i.e., 11.91 – 11.91).
Either strategy is recommended as both are valuable and have equal present 
values.

In the following sections, we apply the cash flow additivity principle to three 
different economic situations and further illustrate the principle of no arbitrage by 
comparing two economically equivalent strategies in each situation.

Implied Forward Rates Using Cash Flow Additivity
Consider two risk-free discount bonds with different maturities as follows:

One-year bond: r1 = 2.50%
Two-year bond: r2 = 3.50%

A risk neutral investor seeking to earn a return on GBP100 over a two-year invest-
ment horizon has two possible strategies:

Investment strategy 1: Invest today for two years at a known annualized yield 
of 3.50 percent. Using Equation 5, we may solve for the future value in two 
years (FV2) as follows:

GBP100 = FV2 / (1+r2)2;
FV2 = GBP107.12.

Investment strategy 2: Invest today for one year at a known yield of 2.50 
percent and reinvest in one year’s time for one year at a rate of F1,1 (the one-
year forward rate starting in one year).

These two strategies are summarized in Exhibit 10:
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Exhibit 10: Implied Forward Rate Example

Time

GBP100

1-year rate

2-year rate

Implied forward rate F1,1

GBP102.5(1+F1,1)GBP102.5
GBP100(1+r1)

Strategy 1.)

t=0 t=1 t=2

GBP100

GBP107.12
GBP100(1+r2)2

Strategy 2.)

Under the cash flow additivity principle, a risk-neutral investor would be indifferent 
between strategies 1 and 2 under the following condition:

 FV2 = PV0×(1+r2)2= PV0×(1 + r1)(1+F1,1), (25)

 GBP107.12 = GBP100 (1.025)(1+F1,1), and

 F1,1 = 4.51%.

We can rearrange Equation 25 to solve for F1,1 in general as follows:
 F1,1 = (1 + r2)2/(1 + r1) – 1.

To illustrate why the one-year forward interest rate must be 4.51 percent, let’s assume 
an investor could lock in a one-year rate of 5 percent starting in one year. The following 
arbitrage strategy generates a riskless profit:

1. Borrow GBP100 for two years at 3.50 percent and agree to pay GBP107.12 
in two years.

2. Invest GBP100 for the first year at 2.50 percent and in year two at 5 percent, 
so receive GBP107.63 in two years.

3. The combination of these two strategies above yields a riskless profit of 
GBP0.51 in two years with zero initial investment.

This set of strategies illustrates that forward rates should be set such that investors 
cannot earn riskless arbitrage profits in financial markets. This is demonstrated by 
comparing two economically equivalent strategies (i.e., borrowing for two years at a 
two-year rate versus borrowing for two one-year horizons at two different rates) The 
forward interest rate F1,1 may be interpreted as the breakeven one-year reinvestment 
rate in one year’s time.
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EXAMPLE 13

Forward Interest Rate Changes

At its June 2022 meeting, the US Federal Reserve surprised markets by raising 
its target interest rate by a greater-than-expected 75 bps and suggested further 
increases in the future in response to sharply higher inflation. Exhibit 11 shows 
one-year and two-year US Treasury strip prices per USD100 at the end of May 
2022 and after the Fed’s decision in June:

 

Exhibit 11: One- and Two-Year US Treasury Strip Prices
 

 

Date PV(1y) PV(2y)

31 May 2022 98.028 95.109
15 June 2022 97.402 93.937

 

1. Using the information in Exhibit 11, show the change in the breakeven one-
year reinvestment in one year’s time (F1,1).
Solution:
62 bps or 0.62 percent
First, we use Equation 18 to solve for each market discount rate r. For exam-
ple, in the case of the two-year discount bond on 15 June:

  r = 3.177 percent =   (  100 _ 93.937  )    
  1 _ 2  
  − 1 .

The following table summarizes the respective discount bond rates:
 

Date r1 r2

31 May 2022 2.012% 2.539%
15 June 2022 2.667% 3.177%

 

Solve for the respective forward rates (F1,1) by rearranging Equation 25:

 F1,1 = (1+r2)2/(1+r1) – 1.

 F1,1 (31 May):F1,1 = 3.069% = (1 + 2.539%)2/(1 + 2.012%) – 1.

 F1,1(15 June): F1,1 = 3.689% = (1 + 3.177%)2/(1 + 2.667%) – 1.

While the higher r1 and r2 in mid-June shows that investors have factored 
the immediate 75 bp increase into their nominal discount rate, the 62 bp 
(0.62 percent) increase in F1,1 is a measure of expected future rate increases 
given that the one-year nominal rate of return starts in one year’s time. Note 
also that in a rising rate environment, F1,1 > r2, as shown in the following 
diagram comparing r1, r2 and F1,1 on 31 May (lower rates) to 15 June (higher 
rates).
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Forward Exchange Rates Using No Arbitrage
We now extend the principle of cash flow additivity to an economic scenario involving 
different currencies.

Assume that you have USD1,000 to invest for six months. You are considering a 
riskless investment in either US or Japanese six-month government debt. Let’s assume 
that the current exchange rate between Japanese yen (JPY) and US dollars (USD) is 
134.40 (i.e., JPY134.40 = USD1). The six-month Japanese yen risk-free rate is assumed 
to be 0.05 percent, and the six-month US dollar risk-free rate is 2.00 percent. This 
example assumes continuous compounding.

Investment strategy 1: Invest USD1,000 in a six-month US Treasury bill

At time t = 0: Invest USD1,000 at the 2.00 percent US-dollar risk-free 
rate for six months.
At time t = T in six months: Receive USD1,010.05 (= 1,000e(0.02 × 0.5)).

Investment strategy 2: Convert the USD1,000 into Japanese yen at the cur-
rent exchange rate of 134.40, invest in a six-month Japanese Treasury, and 
convert this known amount back into US dollars in six months at a six-
month forward exchange rate set today of 133.096.

At time t = 0: Convert USD1,000 into JPY134,400. Lend the JPY134,400 
at the 0.05 percent JPY risk-free rate for six months.
At time t = T in six months: Receive JPY loan proceeds of 134,433.60 (= 
134,400e(0.0005 × 0.5)). Exchange JPY loan proceeds for US dollars at the 
forward rate of 133.096 to receive USD1010.05 (=134,433.60/133.096).

These two strategies are economically equivalent in that both involve investing 
USD1000 at t = 0 and receiving USD1010.05 in six months. The element that links 
these two strategies is the six-month forward exchange rate of 133.096 JPY/USD. If 
this forward rate is set above or below 133.096, an arbitrage opportunity would exist 
for investors converting between Japanese yen and US dollars. Exhibit 12 provides a 
visual layout of the two strategies.
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Exhibit 12: No-Arbitrage Condition in the Foreign Exchange Market

Lend USD1,000 at
rusd =rd=2.00% Receive USD1,000er

d
T

USD1,010.05
=1,000e(0.02 × 0.5)

Sell USD
USD1,000

Receive JPY
134,400

Earn JPY134,400er
f
T

JPY134,433.60
= 134,400e(0.0005 × 0.5)

Lend JPY134,400 at
rJPY = rf = 0.05%

Receive
USD[134,433.60 × 1/Fo,(f/d) (T)]

which must = USD1,010.05

Begin with
USD1,000

Time
t=0 t=6 months

USD1,000

Investment
Strategy 1

Investment
Strategy 2

Fo,(f/d) (T) = = 133.096
USD1,010.05

JPY134,433.60So,(f/d) = 134.400

EXAMPLE 14

Foreign Exchange Forward Rates in a Changing Interest 
Rate Environment

Central banks responded differently to the sharp rise in inflation during 2022. 
For example, while the Fed raised rates by 75 bps to 1.75 percent in mid-June, 
the Bank of England opted for a more gradual approach, raising its benchmark 
rate by just 25 bps to 1.25 percent. Exhibit 13 compares one-year US Treasury 
strip rates (rUSD) from the prior example to UK gilt strip rates (rGBP) over the 
same time frame:

 

Exhibit 13: Comparison of US Treasury Strip Rates
 

 

Date rUSD rGBP

31 May 2022 2.012% 1.291%
15 June 2022 2.667% 1.562%

 

1. If we assume the USD/GBP spot price of 1.2602 (or USD1.2602 per 
GBP1.00) from 31 May remains constant, how does the change in risk-free 
US dollars versus British pounds rates affect the one-year USD/GBP forward 
rate?
Solution:
The no-arbitrage USD/GBP forward rate increases from 1.2693 to 1.2742.
Assume an investor has GBP1,000 to invest for one year in a British-pound 
or US-dollar risk-free discount bond. The US dollars needed to purchase 
GBP1 in one year must have a spot price equal to the discounted future 
price.

As of 31 May:
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Domestic Strategy: Invest GBP1,000 at the 1.291 percent one-year 
British-pound risk-free rate to receive GBP1,012.99 (= 1,000e(0.01291)) 
in one year.

Foreign Strategy: Convert GBP1,000 at USD/GBP1.2602 to receive 
USD1,260.20, which invested at the one-year US-dollar risk-free 
rate of 2.012 percent generates a return of USD1,285.81 (=1,260.20 
e(0.02012)) in one year.

The no-arbitrage USD/GBP forward rate as of 31 May is therefore equal 
to 1.2693 (= USD1,285.81/GBP1,012.99).

As of 15 June:

Domestic Strategy: Invest GBP1,000 at the 1.562 percent one-year 
British-pound risk-free rate to receive GBP1,015.74 (= 1,000e(0.01562)) 
in one year.

Foreign Strategy: Convert GBP1,000 at 1.2602 to receive USD1,260.20, 
which invested at the one-year US-dollar risk-free rate of 2.667 per-
cent returns USD1,294.27 (=1,260.20 e(0.02667)) in one year.

The no-arbitrage USD/GBP forward rate as of 15 June is equal to 1.2742 
(= USD1,294.26/GBP1,015.74).

As of mid-June, an investor agreeing to exchange US dollars for British 
pounds in one year must deliver more US dollars (1.2742 versus 1.2693) in 
exchange for GBP1 than if the same contract had been entered at the end 
of May. The greater increase in rUSD widens the interest rate differential 
(rUSD – rGBP), causing US dollars to depreciate on a forward basis versus 
British pounds over the period. Differently put, the expectation for US-dol-
lar depreciation on a forward basis versus British pounds would require a 
higher US-dollar interest rate to attract investors to US dollars versus British 
pounds.

Option Pricing Using Cash Flow Additivity
Let’s assume an asset has a current price of 40 Chinese yuan (i.e., CNY40). The asset 
is risky in that its price may rise 40 percent to CNY56 during the next time period or 
its price may fall 20 percent to CNY32 during the next time period.

An investor wishes to sell a contract on the asset in which the buyer of the con-
tract has the right, but not obligation, to buy the noted asset for CNY50 at the end of 
the next time period. We can apply the principle of cash flow additivity to establish 
no-arbitrage pricing for this contract.

The binomial tree in Exhibit 14 summarizes the two possible future outcomes of 
the asset:
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Exhibit 14: One-Period Binomial Tree for the Asset’s Price

S0 = CNY40

S1
u = CNY56

S1
d = CNY32

0 time T = 1

The contract value under the two scenarios is as follows (shown visually in Exhibit 15):

 ■ Price Increase: The 40 percent increase results in a contract value of CNY 6 
(=CNY56 − CNY50), as the contract owner will choose to buy the asset at 
CNY50 and is able to sell it at a market price of CNY56.

 ■ Price Decrease: The 20 percent decrease results in a contract value of zero 
(CNY0), as the contract owner will choose not to buy the asset at CNY50 
when the market price is only CNY32.

Exhibit 15: One-Period Binomial Tree for the Contract’s Price

c0 = ?

c1
u = CNY6

c1
d = CNY0

0 time T = 1

Consider the position of the contract seller as follows:

 ■ At t = 0, the contract value is c0.
 ■ At t = 1, the contract value is either CNY6 (if the underlying asset rises to 

CNY56) or CNY0 (if the underlying stock falls to CNY32).

The initial contract value c0 is unknown and may be determined using cash flow 
additivity and no-arbitrage pricing. That is, the value of the contract and the under-
lying asset in each future scenario may be used to construct a risk-free portfolio, or 
a portfolio where the value is the same in both scenarios. For example, assume at t 
= 0 an investor creates a portfolio in which the contract is sold at a price of c0 and 
0.25 units of the underlying asset are purchased. This portfolio is called a replicating 
portfolio in that it is designed specifically to create a matching future cash flow stream 
to that of a risk-free asset. Denoting the value of the portfolio as V at t = 0 and at t = 
1 under both the price increase and price decrease scenarios, we have the following:

 ■ V0= 0.25 × 40 – c0,
 ■ V1

u = 0.25 ×56 – 6 = 8, and
 ■ V1

d = 0.25 × 32 – 0 = 8.
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As can be seen, the value of the replicating portfolio is equal to CNY8 regardless 
of whether the price of the asset increases or decreases. Because of this, the portfo-
lio is risk-free and can be discounted as a risk-free asset. The payoffs for these two 
scenarios are shown in Exhibit 16.

Exhibit 16: Call Option Replication

0.25S0 – c0

0.25S1
u – c1

u

0.25S1
d – c1

d

0 time T = 1

To solve for c0, we set the present value of the replicating portfolio (0.25 × 40 − c0) 
equal to the discounted future value of the risk-free payoff of CNY8 under each out-
come as in Equation 5. Assume r of 5 percent:

 V0 = 0.25S0 − c0,

   V  0   =   
 V  1  u 
 _ 1 + r   =   

 V  1  d 
 _ 1 + r   , and

  0.25 × 40 −  c  0   =   CNY8 _ 1.05    .

We solve for c0 as CNY2.38. Thus, CNY2.38 is a fair price for the seller of the contract 
to receive from the buyer of the contract.

As part of the example above, we assumed that the investor buys 0.25 units of the 
asset as part of the portfolio. This proportion of the underlying asset is known as the 
hedge ratio in option pricing. In fact, the example just completed is a simplified process 
for solving for the value of a call option (this material will be covered in more detail 
later in the curriculum). As in our prior examples, we compare different strategies using 
cash flow additivity to help solve for a no-arbitrage price for a financial instrument.

EXAMPLE 15

Put Option

A put option grants the owner the right, but not the obligation to sell a stock at 
a predetermined exercise price X. If we assume X = CNY50, then the put option 
value in one period (p1) is equal to Max(0, CNY50 − S1).

1. Using a one-period binomial tree model with the same prices in one year, 
initial stock price (S0) of CNY40, and 5 percent discount rate, create a risk-
free portfolio replicating the put option with 0.75 units of the underlying 
asset and solve for the put option price (p0).
Solution:
The one-period binomial model is as follows:
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S0 = CNY40

S1
u = CNY56

S1
d = CNY32

0 time T = 1

The put option value under the two scenarios is as follows:

 ■ Price Increase (p1
u): The 40 percent increase results in a put option 

value of CNY0, as the option owner will choose not to sell the stock at 
the exercise price.

 ■ Price Decrease (p1
d): The 20 percent decrease results in a put option 

value of CNY18 (CNY50 – CNY32), as the put option owner will 
choose to sell the stock with a market price of CNY32 at the exercise 
price of CNY50.

P0 = ?

P1
u = CNY0

P1
d = CNY18

0 time T = 1

Unlike the call option, the put option increases in value as the stock price 
falls, so a risk-free portfolio combines a stock purchase with a purchased put 
option. Specifically, assume at t = 0, we sell a put option at a price of p0 and 
purchase 0.75 units of the underlying stock. Portfolio values at t = 0 and t = 
1 are as follows:

 ■ V0= 0.75S0+p0,
 ■ V1

u = 0.75S1
u + p1

u, and
 ■ V1

d = 0.75S1
d + p1

d,

where V1
u = V1

d.
The value of the risk-free portfolio in one period (V1 = 0.75S1 + p1) under 
the two scenarios is:

 ■ Price Increase (V1
u ): The portfolio value is CNY42 (=(0.75 × CNY56) 

+ CNY 0)).
 ■ Price Decrease (V1

d): The portfolio value is CNY42 (=(0.75 × CNY32) 
+ CNY18)).

Solve for p0, by setting the present value of the replicating portfolio (0.75S0 
+ p0) equal to the discounted future value of the payoff, S0 is CNY40 and r is 
5 percent:

 V0 = 0.75S0 +p0,

   V  0   =   
 V  1  u 
 _ 1 + r   =   

 V  1  d 
 _ 1 + r   , and

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 2 Time Value of Money in Finance80

   p  0   =   CNY42 _ 1.05   − 0.75 (CNY40)  .

Solve for p0 to be equal to CNY10. The higher put price is a result of the 
greater payoff of the put option versus the call option under the given pa-
rameters of the binomial model. The factors affecting option prices will be 
addressed in detail later in the curriculum.
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PRACTICE PROBLEMS

1. Grupo Ignacia issued 10-year corporate bonds two years ago. The bonds pay 
an annualized coupon of 10.7 percent on a semiannual basis, and the current 
annualized YTM is 11.6 percent. The current price of Grupo Ignacia’s bonds (per 
MXN100 of par value) is closest to:

A. MXN95.47.

B. MXN97.18.

C. MXN95.39.

2. Grey Pebble Real Estate seeks a fully amortizing fixed-rate five-year mortgage 
loan to finance 75 percent of the purchase price of a residential building that 
costs NZD5 million. The annual mortgage rate is 4.8 percent. The monthly pay-
ment for this mortgage would be closest to:

A. NZD70,424.

B. NZD93,899.

C. NZD71,781.

3. Mylandia Corporation pays an annual dividend to its shareholders, and its most 
recent payment was CAD2.40. Analysts following Mylandia expect the company’s 
dividend to grow at a constant rate of 3 percent per year in perpetuity. Mylandia 
shareholders require a return of 8 percent per year. The expected share price of 
Mylandia is closest to:

A. CAD48.00.

B. CAD49.44.

C. CAD51.84.

4. Suppose Mylandia announces that it expects significant cash flow growth over 
the next three years, and now plans to increase its recent CAD2.40 dividend 
by 10 percent in each of the next three years. Following the 10 percent growth 
period, Mylandia is expected to grow its annual dividend by a constant 3 percent 
indefinitely. Mylandia’s required return is 8 percent. Based upon these revised 
expectations, The expected share price of Mylandia stock is:

A. CAD49.98.

B. CAD55.84.

C. CAD59.71.

5. Consider a Swiss Confederation zero-coupon bond with a par value of CHF100, a 
remaining time to maturity of 12 years and a price of CHF89. In three years’ time, 
the bond is expected to have a price of CHF95.25. If purchased today, the bond’s 
expected annualized return is closest to:

A. 0.58 percent.

B. 1.64 percent.
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C. 2.29 percent.

6. Grupo Ignacia issued 10-year corporate bonds four years ago. The bonds pay an 
annualized coupon of 10.7 percent on a semiannual basis, and the current price 
of the bonds is MXN97.50 per MXN100 of par value. The YTM of the bonds is 
closest to:

A. 11.28 percent.

B. 11.50 percent.

C. 11.71 percent.

7. Mylandia Corporation stock trades at CAD60.00. The company pays an annual 
dividend to its shareholders, and its most recent payment of CAD2.40 occurred 
yesterday. Analysts following Mylandia expect the company’s dividend to grow at 
a constant rate of 3 percent per year. Mylandia’s required return is:

A. 8.00 percent.

B. 7.00 percent.

C. 7.12 percent.

8. An analyst observes the benchmark Indian NIFTY 50 stock index trading at a 
forward price-to-earnings ratio of 15. The index’s expected dividend payout ratio 
in the next year is 50 percent, and the index’s required return is 7.50 percent. If 
the analyst believes that the NIFTY 50 index dividends will grow at a constant 
rate of 4.50 percent in the future, which of the following statements is correct?

A. The analyst should view the NIFTY 50 as overpriced.

B. The analyst should view the NIFTY 50 as underpriced.

C. The analyst should view the NIFTY 50 as fairly priced.

9. If you require an 8 percent return and must invest USD500,000, which of the 
investment opportunities in Exhibit 1 should you prefer?

Exhibit 1: Investment Opportunities

Cash flows (in thousands) t = 0 t = 1 t = 2 t = 3

Opportunity 1 −500 195 195 195
Opportunity 2 −500 225 195 160.008

A. Opportunity 1

B. Opportunity 2

C. Indifferent between the two opportunities.

10. Italian one-year government debt has an interest rate of 0.73 percent; Italian 
two-year government debt has an interest rate of 1.29 percent. The breakeven 
one-year reinvestment rate, one year from now is closest to:

A. 1.01 percent.
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B. 1.11 percent.

C. 1.85 percent.

11. The current exchange rate between the euro and US dollar is USD/EUR1.025. 
Risk-free interest rates for one year are 0.75 percent for the euro and 3.25 percent 
for the US dollar. The one-year USD/EUR forward rate that best prevents arbi-
trage opportunities is:

A. USD/EUR1.051.

B. USD/EUR1.025.

C. USD/EUR0.975.

12. A stock currently trades at USD25. In one year, it will either increase in value 
to USD35 or decrease to USD15. An investor sells a call option on the stock, 
granting the buyer the right, but not the obligation, to buy the stock at USD25 in 
one year. At the same time, the investor buys 0.5 units of the stock. Which of the 
following statements about the value of the investor’s portfolio at the end of one 
year is correct?

A. The portfolio has a value of USD7.50 in both scenarios.

B. The portfolio has a value of USD25 in both scenarios.

C. The portfolio has a value of USD17.50 if the stock goes up and USD7.50 if 
the stock goes down.
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SOLUTIONS

1. C is correct. The coupon payments are 5.35 (=10.7/2), the discount rate is 5.8 
percent (=11.6%/2) per period, and the number of periods is 16 (=8×2). Using 
Equation 6, the calculation is as follows:

  95.39 =   5.35 _ 1.058   +   5.35 _  1.058   2    +   5.35 _  1.058   3    +   5.35 _  1.058   4    + … +   5.35 _  1.058   14    +   5.35 _  1.058   15    +   105.35 _  1.058   16   . 

Alternatively, using the Microsoft Excel or Google Sheets PV function (PV 
(0.058,16,5.35,100,0)) also yields a result of MXN95.39.
A is incorrect. MXN95.47 is the result when incorrectly using coupon payments 
of 10.7, a discount rate of 11.6 percent, and 8 as the number of periods.
B is incorrect. MXN97.18 is the result when using the correct semiannual cou-
pons and discount rate, but incorrectly using 8 as the number of periods.

2. A is correct. The present value of the mortgage is NZD3.75 million 
(=0.75×5,000,000), the periodic discount rate is 0.004 (=0.048/12), and the num-
ber of periods is 60 (=5×12). Using Equation 8,

  A = $70, 424 =    
0.4%  (NZD3, 750, 000) 

  _________________  1 −   (1 + 0.4%)    −60    .

Alternatively, the spreadsheet PMT function may be used with the inputs stated 
earlier.
B is incorrect. NZD93,899 is the result if NZD5 million is incorrectly used as the 
present value term.
C is incorrect. NZD71,781 is the result if the calculation is made using 4.8 per-
cent as the rate and 5 as the number of periods, then the answer is divided by 12.

3. B is correct. Mylandia’s next expected dividend is CAD2.472 (=2.40×1.03), and 
using Equation 14,

  P  V  t   =   2.40 (1 + 0.03)  _ 0.08 − 0.03   =   2.472 _ 0.05   = 49.44 .

4. C is correct. Following the first step, we observe the following expected dividends 
for Mylandia for the next three years:

In 1 year: D1 = CAD2.64 (=2.40×1.10)
In 2 years: D2 = CAD2.90 (=2.40×1.102)
In 3 years: D3 = CAD3.19 (=2.40×1.103)

The second step involves a lower 3 percent growth rate. At the end of year four, 
Mylandia’s dividend (D4) is expected to be CAD3.29 (=2.40×1.103×1.03). At this 
time, Mylandia’s expected terminal value at the end of three years is CAD65.80 
using Equation 17, as follows:

  E( S  t+n   ) =   3.29 _ 0.08− 0.03   = 65.80 .

Third, we calculate the sum of the present values of these expected dividends 
using Equation 16:

  P  V  t   =   2.64 _ 1.08  +   2.90 _  1.08   2   +   3.19 _  1.08   3    +   65.80 _  1.08   3    = 59.71 .

5. C is correct. The FV of the bond is CHF95.25, the PV is CHF89, and the number 
of annual periods (t) is 3. Using Equation 18,
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 2.29 percent = (92.25/89)(1/3) − 1.

A is incorrect as the result is derived using t of 12. B is incorrect as this result is 
derived using a PV of CHF95.25 and an FV of 100.

6. A is correct. The YTM is calculated by solving for the RATE spreadsheet function 
with the following inputs: number of periods of 12 (=6 × 2), coupon payments 
of 5.35 (=10.7/2), PV of −97.50, and FV of 100. The resulting solution for RATE 
of 5.64 percent is in semiannual terms, so multiply by 2 to calculate annualized 
YTM of 11.28 percent.
B is incorrect, as 11.50 percent is the result if number of periods used is eight, in-
stead of 12. C is incorrect, as 11.71 percent is the result if the number of periods 
used is 6, instead of 12.

7. C is correct. We may solve for required return based upon the assumption of 
constant dividend growth using Equation 21:

  r =   2.40 (1.03)  _ 60   + 0.03 = 0.0712 .

B is incorrect as 7.00 percent is the result if we use the previous dividend of 
CAD2.40 instead of the next expected dividend. A is incorrect as 8.00 percent is 
simply the required return assumed from one of the Mylandia examples in Ques-
tion Set 1 in which the price is solved to be a lower value.

8. B is correct. Using Equation 24, the previous input results in the following 
inequality:

  15 <   0.50 _ 0.075− 0.045   = 16.67 .

The above inequality implies that the analyst should view the NIFTY 50 as priced 
too low. The fundamental inputs into the equation imply a forward price to 
earnings ratio of 16.67 rather than 15. An alternative approach to answering the 
question would be to solve for implied growth using the observed forward price 
to earnings ratio of 15 and compare this to the analyst’s growth expectations:

  15 =   0.50 _ 0.075− g   .

Solving for g yields a result of 4.1667 percent. Since the analyst expects higher 
NIFTY 50 dividend growth of 4.50 percent, the index is viewed as underpriced.

9. Using cash flow additivity, compare the two opportunities by subtracting Oppor-
tunity 2 from Opportunity 1 yielding the following cash flows:

Opportunity 1 – Opportunity 2 0 −30 0 34.992

Finding the present value of the above cash flows at 8 percent discount rate 
shows that both investment opportunities have the same present value. Thus, the 
two opportunities are economically identical, and there is no clear preference for 
one over the other.

10. C is correct. The one-year forward rate reflects the breakeven one-year reinvest-
ment rate in one year, computed as follows:

 F1,1 = (1+r2)2/(1+r1) – 1,

 F1,1 = (1.0129)2/(1.0073) – 1 = 0.0185.

11. A is correct. To avoid arbitrage opportunities in exchanging euros and US dollars, 
investors must be able to lock in a one-year forward exchange rate of USD/
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EUR1.051 today. The solution methodology is shown below.
In one year, a single unit of euro invested risk-free is worth EUR1.0075 (=e0.0075).
In one year, a single unit of euro converted to US dollars and then invested 
risk-free is worth USD1.0589 (=1.025*e0.0325).
To convert USD1.0589 into EUR1.0075 requires a forward exchange rate of USD/
EUR1.051 (=1.0589/1.0075).

12. A is correct. Regardless of whether the stock increases or decreases in price, the 
investor’s portfolio has a value of USD7.50 as follows:

 If stock price goes to USD35, value = 0.5×35 – 10 = 7.50.

 If stock price goes to USD15, value = 0.5×15 – 0 = 7.50.

If the stock price rises to USD35, the sold call option at USD25 has a value to the 
buyer of USD10, offsetting the rise in the stock price.
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LEARNING OUTCOMES
Mastery The candidate should be able to:

calculate, interpret, and evaluate measures of central tendency and 
location to address an investment problem
calculate, interpret, and evaluate measures of dispersion to address 
an investment problem
interpret and evaluate measures of skewness and kurtosis to address 
an investment problem
interpret correlation between two variables to address an investment 
problem

INTRODUCTION

Data have always been a key input for securities analysis and investment management, 
allowing investors to explore and exploit an abundance of information for their invest-
ment strategies. While this data-rich environment offers potentially tremendous oppor-
tunities for investors, turning data into useful information is not so straightforward.

This module provides a foundation for understanding important concepts that are 
an indispensable part of the analytical tool kit needed by investment practitioners, 
from junior analysts to senior portfolio managers. These basic concepts pave the way 
for more sophisticated tools that will be developed as the quantitative methods topic 
unfolds, which are integral to gaining competencies in the investment management 
techniques and asset classes that are presented later in the CFA curriculum.

This learning module focuses on how to summarize and analyze important aspects 
of financial returns, including key measures of central tendency, dispersion, and the 
shape of return distributions—specifically, skewness and kurtosis. The learning mod-
ule finishes with a graphical introduction to covariance and correlation between two 
variables, a key concept in constructing investment portfolios to achieve diversification 
across assets within a portfolio.

1

L E A R N I N G  M O D U L E

3
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LEARNING MODULE OVERVIEW

 ■ Sample statistics—such as measures of central tendency, dis-
persion, skewness, and kurtosis—help with investment analy-
sis, particularly in making probabilistic statements about returns.

 ■ Measures of central tendency include the mean, the median and the 
mode, and specify where data are centered.

 ■ The arithmetic mean is the sum of the observations divided by the 
number of observations. It is the most frequently used measure of 
central tendency.

 ■ The median is the value of the middle item of observations, or the 
mean of the values of the two middle items, when the items in a set 
are sorted into ascending or descending order. Since the median is not 
influenced by extreme values, it is most useful in the case of skewed 
distributions.

 ■ The mode is the most frequently observed value and is the only mea-
sure of central tendency that can be used with nominal or categori-
cal data. A distribution may be unimodal (one mode), bimodal (two 
modes), trimodal (three modes), or have even more modes.

 ■ Quantiles, as the median, quartiles, quintiles, deciles, and percentiles, 
are location parameters that divide a distribution into halves, quarters, 
fifths, tenths, and hundredths, respectively.

 ■ A box and whiskers plot illustrates the distribution of a set of observa-
tions. The “box” depicts the interquartile range, the difference between 
the first and the third quartile. The “whiskers” outside of the “box” 
indicate the others measures of dispersion.

 ■ Dispersion measures, such as the range, mean absolute deviation 
(MAD), variance, standard deviation, target downside deviation, and 
coefficient of variation, describe the variability of outcomes around the 
arithmetic mean.

 ■ The range is the difference between the maximum value and the 
minimum value of the dataset. The range has only a limited usefulness 
because it uses information from only two observations.

 ■ The MAD for a sample is the average of the absolute deviations of 
observations from the mean.

 ■ The variance is the average of the squared deviations around the mean, 
and the standard deviation is the positive square root of variance. In 
computing sample variance, s2, and sample standard deviation, s, the 
average squared deviation is computed using a divisor equal to the 
sample size minus 1.

 ■ The target downside deviation, or target semideviation, is a measure of 
the risk of being below a given target.

 ■ The coefficient of variation (CV) is the ratio of the standard deviation 
of a set of observations to their mean value. By expressing the mag-
nitude of variation among observations relative to their average size, 
the CV allows for the direct comparisons of dispersion across differ-
ent datasets. Reflecting the correction for scale, the CV is a scale-free 
measure, that is, it has no units of measurement.
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 ■ Skewness describes the degree to which a distribution is asymmetric 
about its mean. An asset return distribution with positive skewness 
has frequent small losses and a few extreme gains compared to a 
normal distribution. An asset return distribution with negative skew-
ness has frequent small gains and a few extreme losses compared to a 
normal distribution. Zero skewness indicates a symmetric distribution 
of returns.

 ■ Kurtosis measures the combined weight of the tails of a distribution 
relative to the rest of the distribution. A distribution with fatter tails 
than the normal distribution is referred to as fat-tailed (leptokurtic); a 
distribution with thinner tails than the normal distribution is referred 
to as thin-tailed (platykurtic). The kurtosis of a normal distribution is 
3.

 ■ The correlation coefficient measures the association between two vari-
ables. It is the ratio of covariance to the product of the two variables’ 
standard deviations. A positive correlation coefficient indicates that 
the two variables tend to move together, whereas a negative coefficient 
indicates that the two variables tend to move in opposite directions. 
Correlation does not imply causation, simply association. Issues that 
arise in evaluating correlation include the presence of outliers and 
spurious correlation.

MEASURES OF CENTRAL TENDENCY AND LOCATION

calculate, interpret, and evaluate measures of central tendency and 
location to address an investment problem

In this lesson, our focus is on measures of central tendency and other measures of 
location. A measure of central tendency specifies where the data are centered. For 
a return series, a measure of central tendency shows where the empirical distribution 
of returns is centered, essentially a measure of the “expected” return based on the 
observed sample. Measures of location, mean, the median, and the mode include 
not only measures of central tendency but also other measures that illustrate other 
aspects of the location or distribution of the data.

Frequency distributions, histograms, and contingency tables provide a convenient 
way to summarize a series of observations on an asset’s returns as a first step toward 
describing the data. For example, a histogram for the frequency distribution of the 
daily returns for the fictitious EAA Equity Index over the past five years is shown in 
Exhibit 1.

2
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Exhibit 1: Histogram of Daily Returns on the EAA Equity Index
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Measures of Central Tendency

The Arithmetic Mean

Analysts and portfolio managers often want one number that describes a representative 
possible outcome of an investment decision. The arithmetic mean is one of the most 
frequently used measures of central tendency.

Arithmetic Mean. The arithmetic mean is the sum of the values of the 
observations in a dataset divided by the number of observations.

The Sample Mean

The sample mean is the arithmetic mean, or arithmetic average, computed for a sample.

Sample Mean Formula. The sample mean or average,    
_

 X    (read “X-bar”), 
is the arithmetic mean value of a sample:

    
_

 X   =   
 ∑ 

i=1
  

n
    X  i   
 _ n   , (1)

where n is the number of observations in the sample.

A property and potential drawback of the arithmetic mean is its sensitivity to 
extreme values, or outliers. Because all observations are used to compute the mean and 
are given equal weight (i.e., importance), the arithmetic mean can be pulled sharply 
upward or downward by extremely large or small observations, respectively. The most 
common approach in this situation is to report the median, or middle value, in place 
of or in addition to the mean.

The Median

A second important measure of central tendency is the median.

Definition of Median. The median is the value of the middle item of a 
dataset that has been sorted into ascending or descending order. In an 
odd-numbered sample of n observations, the median is the value of the 
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observation that occupies the (n + 1)/2 position. In an even-numbered 
sample, we define the median as the mean of the values of the observations 
occupying the n/2 and (n + 2)/2 positions (the two middle observations).

Whether we use the calculation for an even- or odd-numbered sample, an equal 
number of observations lie above and below the median. A distribution has only one 
median. A potential advantage of the median is that, unlike the mean, outliers do 
not affect it.

The median, however, does not use all the information about the size of the obser-
vations; it focuses only on the relative position of the ranked observations. Calculating 
the median may also be more complex. Mathematicians express this disadvantage by 
saying that the median is less mathematically tractable than the mean.

The Mode

A third important measure of central tendency is the mode.

Definition of Mode. The mode is the most frequently occurring value 
in a dataset. A dataset can have more than one mode, or even no mode. 
When a dataset has a single value that is observed most frequently, its 
distribution is said to be unimodal. If a dataset has two most frequently 
occurring values, then it has two modes and its distribution is referred to 
as bimodal. When all the values in a dataset are different, the distribution 
has no mode because no value occurs more frequently than any other value.

Stock return data and other data from continuous distributions may not have a 
modal outcome. Exhibit 2 presents the frequency distribution of the daily returns for 
the EAA Equity Index over the past five years.

Exhibit 2: Frequency Distribution for Daily Returns of EAA Equity Index

Return Bin (%)
Absolute 

Frequency

Relative 
Frequency 

(%)

Cumulative 
Absolute 

Frequency

Cumulative 
Relative 

Frequency 
(%)

−5.0 to −4.0 1 0.08 1 0.08
−4.0 to −3.0 7 0.56 8 0.64
−3.0 to −2.0 23 1.83 31 2.46
−2.0 to −1.0 77 6.12 108 8.59
−1.0 to 0.0 470 37.36 578 45.95
0.0 to 1.0 555 44.12 1,133 90.06
1.0 to 2.0 110 8.74 1,243 98.81
2.0 to 3.0 13 1.03 1,256 99.84
3.0 to 4.0 1 0.08 1,257 99.92
4.0 to 5.0 1 0.08 1,258 100.00

A histogram for the frequency distribution of these daily returns was shown in Exhibit 
1. The modal interval always has the highest bar in the histogram; in this case, the 
modal interval is 0.0 to 0.9 percent, and this interval has 493 observations out of a 
total of 1,258 observations.
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Dealing with Outliers
In practice, although an extreme value or outlier in a financial dataset may represent 
a rare value in the population, it may also reflect an error in recording the value of 
an observation or an observation generated from a different population. After having 
checked and eliminated errors, we can address what to do with extreme values in the 
sample.

When dealing with a sample that has extreme values, there may be a possibility 
of transforming the variable (e.g., a log transformation) or of selecting another vari-
able that achieves the same purpose. If, however, alternative model specifications or 
variable transformations are not possible, then three options exist for dealing with 
extreme values:

Option 1 Do nothing; use the data without any adjustment.

Option 2 Delete all the outliers.

Option 3 Replace the outliers with another value.

The first option is appropriate if the values are legitimate, correct observations, 
and it is important to reflect the whole of the sample distribution. Because outliers 
may contain meaningful information, excluding or altering these values may reduce 
valuable information. Further, because identifying a data point as extreme leaves it 
up to the judgment of the analyst, leaving in all observations eliminates that need to 
judge a value as extreme.

The second option excludes the extreme observations. One measure of central 
tendency in this case is the trimmed mean, which is computing an arithmetic mean 
after excluding a stated small percentage of the lowest and highest values. For exam-
ple, a 5 percent trimmed mean discards the lowest 2.5 percent and the highest 2.5 
percent of values and computes the mean of the remaining 95 percent of values. A 
trimmed mean is used in sports competitions when judges’ lowest and highest scores 
are discarded in computing a contestant’s score.

The third option involves substituting values for the extreme values. A measure of 
central tendency in this case is the winsorized mean. It is calculated after assigning 
one specified low value to a stated percentage of the lowest values in the dataset and 
one specified high value to a stated percentage of the highest values in the dataset. 
For example, a 95 percent winsorized mean sets the bottom 2.5 percent of values in 
the dataset equal to the value at or below which 2.5 percent of all the values lie (as 
will be seen shortly, this is called the “2.5th percentile” value) and the top 2.5 percent 
of values in the dataset equal to the value at or below which 97.5 percent of all the 
values lie (the “97.5th percentile” value).

Often comparing the statistical measures of datasets with outliers included and with 
outliers excluded can reveal important insights about the dataset. Such comparison 
can be particularly helpful when investors analyze the behavior of asset returns and 
rate, price, spread and volume changes.

In Example 1, we show the differences among these options for handling outliers 
using daily returns for the fictitious Euro-Asia-Africa (EAA) Equity Index in Exhibit 2.

EXAMPLE 1

Handling Outliers: Daily Returns to an Index

Using daily returns on the EAA Equity Index for the past five years, consisting of 
1,258 trading days, we can see the effect of trimming and winsorizing the data:
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Exhibit 3: Effect of Trimming and Winsorizing
 

 

  Arithmetic Mean
Trimmed Mean 
(Trimmed 5%)

Winsorized Mean 
(95%)

Mean 0.035% 0.048% 0.038%
Number of 
Observations 1,258 1,194 1,258

 

The trimmed mean eliminates the lowest 2.5 percent of returns, which in 
this sample is any daily return less than −1.934 percent, and it eliminates the 
highest 2.5 percent, which in this sample is any daily return greater than 1.671 
percent. The result of this trimming is that the mean is calculated using 1,194 
observations instead of the original sample’s 1,258 observations.

The winsorized mean substitutes a return of −1.934 percent (the 2.5 percentile 
value) for any observation below −1.934 and substitutes a return of 1.671 percent 
(the 97.5 percentile value) for any observation above 1.671. The result in this 
case is that the trimmed and winsorized means are higher than the arithmetic 
mean, suggesting the potential evidence of significant negative returns in the 
observed daily return distribution.

Measures of Location
Having discussed measures of central tendency, we now examine an approach to 
describing the location of data that involves identifying values at or below which 
specified proportions of the data lie. For example, establishing that 25 percent, 50 
percent, and 75 percent of the annual returns on a portfolio provides concise informa-
tion about the distribution of portfolio returns. Statisticians use the word quantile as 
the most general term for a value at or below which a stated fraction of the data lies. 
In the following section, we describe the most commonly used quantiles—quartiles, 
quintiles, deciles, and percentiles—and their application in investments.

Quartiles, Quintiles, Deciles, and Percentiles

We know that the median divides a distribution of data in half. We can define other 
dividing lines that split the distribution into smaller sizes. Quartiles divide the dis-
tribution into quarters, quintiles into fifths, deciles into tenths, and percentiles 
into hundredths. The interquartile range (IQR) is the difference between the third 
quartile and the first quartile, or IQR = Q3 − Q1.

Example 2 illustrates the calculation of various quantiles for the daily return on 
the EAA Equity Index.

EXAMPLE 2

Percentiles, Quintiles, and Quartiles for the EAA Equity 
Index

Using the daily returns on the EAA Equity Index over the past five years and 
ranking them from lowest to highest daily return, we show the return bins from 
1 (the lowest 5 percent) to 20 (the highest 5 percent) as follows:
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Exhibit 4: EAA Equity Index Daily Returns Grouped by Size of 
Return

 

 

Bin

Cumulative 
Percentage of Sample 

Trading Days (%)

Daily Return (%) between
Number of 

ObservationsLower Bound Upper Bound

1 5 −4.108 −1.416 63
2 10 −1.416 −0.876 63
3 15 −0.876 −0.629 63
4 20 −0.629 −0.432 63
5 25 −0.432 −0.293 63
6 30 −0.293 −0.193 63
7 35 −0.193 −0.124 62
8 40 −0.124 −0.070 63
9 45 −0.070 −0.007 63
10 50 −0.007 0.044 63
11 55 0.044 0.108 63
12 60 0.108 0.173 63
13 65 0.173 0.247 63
14 70 0.247 0.343 62
15 75 0.343 0.460 63
16 80 0.460 0.575 63
17 85 0.575 0.738 63
18 90 0.738 0.991 63
19 95 0.991 1.304 63
20 100 1.304 5.001 63

 

Because of the continuous nature of returns, it is not likely for a return to 
fall on the boundary for any bin other than the minimum (Bin = 1) and maxi-
mum (Bin = 20).

Using the data in Exhibit 4, complete the following tasks:

1. Identify the 10th and 90th percentiles.
Solution:
The 10th and 90th percentiles correspond to the bins or ranked returns that 
include 10 percent and 90 percent of the daily returns, respectively. The 10th 
percentile corresponds to the return of −0.876 percent (and includes returns 
of that much and lower), and the 90th percentile corresponds to the return 
of 0.991 percent (and lower).

2. Identify the first, second, and third quintiles.
Solution:
The first quintile corresponds to the lowest 20 percent of the ranked data, or 
−0.432 percent (and lower).
The second quintile corresponds to the lowest 40 percent of the ranked data, 
or −0.070 percent (and lower).
The third quintile corresponds to the lowest 60 percent of the ranked data, 
or 0.173 percent (and lower).
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3. Identify the first and third quartiles.
Solution:
The first quartile corresponds to the lowest 25 percent of the ranked data, or 
−0.293 percent (and lower).
The third quartile corresponds to the lowest 75 percent of the ranked data, 
or 0.460 percent (and lower).

4. Identify the median.
Solution:
The median is the return for which 50 percent of the data lies on either side, 
which is 0.044 percent, the highest daily return in the 10th bin out of 20.

5. Calculate the interquartile range.
Solution:
The interquartile range is the difference between the third and first quar-
tiles, 0.460 percent and −0.293 percent, or 0.753 percent.

One way to visualize the dispersion of data across quartiles is to use a diagram, 
such as a box and whisker chart. A box and whisker plot is shown in Exhibit 5. The 
“box” represents the lower bound of the second quartile and the upper bound of the 
third quartile, with the median or arithmetic average noted as a measure of central 
tendency of the entire distribution. The whiskers are the lines that run from the box 
and are bounded by the “fences,” which represent the lowest and highest values of 
the distribution.

Exhibit 5: Box and Whisker Plot

Interquartile
Range

Highest Value

×

Upper Boundary for Q3

Median

Arithmetic Average

Lowest Boundary for Q2

Lowest Value

There are several variations for box and whisker displays. For example, for ease in 
detecting potential outliers, the fences of the whiskers may be a function of the inter-
quartile range instead of the highest and lowest values like that in Exhibit 5.

In Exhibit 5, visually, the interquartile range is the height of the box and the 
fences are set at extremes. But another form of box and whisker plot typically uses 
1.5 times the interquartile range for the fences. Thus, the upper fence is 1.5 times the 
interquartile range added to the upper bound of Q3, and the lower fence is 1.5 times 
the interquartile range subtracted from the lower bound of Q2. Observations beyond 
the fences (i.e., outliers) may also be displayed.

We can see the role of outliers in such a box and whisker plot using the EAA Equity 
Index daily returns, as shown in Exhibit 6.
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Exhibit 6: Box and Whisker Chart for EAA Equity Index Daily Returns
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Exhibit 6 reveals the following:

 ■ The maximum and minimum values of the distribution are 5.001 and 
−4.108, respectively, while the median (50th percentile) value is 0.044.

 ■ The interquartile range is 0.753 [= 0.460 − (−0.293)], and when multiplied by 
1.5 and added to the Q3 upper bound of 0.460 gives an upper fence of 1.589 
[= (1.5 × 0.753) + 0.460].

 ■ The lower fence is determined in a similar manner, using the Q2 lower 
bound, to be −1.422 [= −(1.5 × 0.753) + (−0.293)].

As noted, any observation above (below) the upper (lower) fence is deemed to 
be an outlier.

Quantiles in Investment Practice

Quantiles are used in portfolio performance evaluation as well as in investment strat-
egy development and research.

Investment analysts use quantiles to rank performance, such as the performance 
of assets, indexes, and portfolios. The performance of investment managers is often 
characterized in terms of the percentile in which their performance falls relative to the 
performance of their peer group of managers. The widely used Morningstar invest-
ment fund star rankings, for example, associate the number of stars with percentiles 
of performance metrics relative to similar-style investment funds.

Another key use of quantiles is in investment research. Dividing data into quan-
tiles based on a specific objectively quantifiable characteristic, such as sales, market 
capitalization, or asset size allows analysts to evaluate the impact of that specific char-
acteristic on a quantity of interest, such as asset returns, sales, growth, or valuation 
metrics. For instance, quantitatively driven investors often rank companies based on 
the market value of their equity, or their market capitalization, before sorting them 
into deciles. The first decile contains the portfolio of those companies with the smallest 
market values, usually called small capitalization companies. The tenth decile contains 
those companies with the largest market values, usually called large capitalization 
companies. Ranking companies by decile allows analysts to compare the absolute 
and relative performance of small market capitalization companies with large ones.
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QUESTION SET

The histogram in Exhibit 7 shows a distribution of the annual returns 
for the S&P 500 Index for a 50-year period.

Exhibit 7: Annual Returns for the S&P 50 Index
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1. The bin containing the median return is:

A. 3 percent to 8 percent.
B. 8 percent to 13 percent.
C. 13 percent to 18 percent.

Solution:
C is correct. Because 50 data points are in the histogram, the median return 
would be the mean of the 50/2 = 25th and (50 + 2)/2 = 26th positions. The 
sum of the return bin frequencies to the left of the 13 percent to 18 percent 
interval is 24. As a result, the 25th and 26th returns will fall in the 13 per-
cent to 18 percent interval.

2. Based on Exhibit 7, the distribution would be best described as being:

A. unimodal.
B. bimodal.
C. trimodal.

Solution:
C is correct. The mode of a distribution with data grouped in intervals is 
the interval with the highest frequency. The three intervals of 3 percent to 8 
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percent, 18 percent to 23 percent, and 28 percent to 33 percent all have the 
highest frequency of 7.

Consider the annual returns in Exhibit 8 for three portfolios for Portfolios P, 
Q and R. Portfolios P and R were created in Year 1, Portfolio Q was created in 
Year 2.

Exhibit 8: Annual Portfolio Returns
 

  Year 1 (%) Year 2 (%) Year 3 (%) Year 4 (%) Year 5 (%)

Portfolio P −3.0 4.0 5.0 3.0 7.0
Portfolio Q NA −3.0 6.0 4.0 8.0
Portfolio R 1.0 −1.0 4.0 4.0 3.0

 

3. The median annual return for:

A. Portfolio P is 4.5 percent.
B. Portfolio Q is 4.0 percent.
C. Portfolio R is higher than its arithmetic mean annual return.

Solution:
C is correct. The median of Portfolio R is 0.8 percent higher than the mean 
for Portfolio R. A is incorrect because the median annual return for Port-
folio P is 4.0 percent. B is incorrect because the median annual return for 
Portfolio Q is 5.0 percent (midpoint of 4 percent and 6 percent).

4. The mode for Portfolio R is:

A. 1.0 percent.
B. 3.0 percent.
C. 4.0 percent.

Solution:
C is correct. The mode is the most frequently occurring value in a dataset, 
which for Portfolio R is 4.0 percent.

A fund had the following returns over the past 10 years:

Exhibit 9: Fund Returns for 10 Years
 

Year Return

1 4.5%
2 6.0%
3 1.5%
4 −2.0%
5 0.0%
6 4.5%
7 3.5%
8 2.5%
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Year Return

9 5.5%
10 4.0%

 

5. The fund’s arithmetic mean return over the 10 years is closest to:

A. 2.97 percent.
B. 3.00 percent.
C. 3.33 percent.

Solution:
B is correct. The sum of the returns is 30.0 percent, so the arithmetic mean 
is 30.0%/10 = 3.0%.

6. The fund’s geometric mean return over the 10 years is closest to:

A. 2.94 percent.
B. 2.97 percent.
C. 3.00 percent.

Solution:
B is correct. The geometric mean return is calculated as follows:

     
_

 R    G   =  
10

 √ 
_____________________________________________

      (1 + 0.045)  ×  (1 + 0.06)  × … ×  (1 + 0.055)  ×  (1 + 0.04)    − 1 ,

     
_

 R    G   =  
10

 √ 
_

 1.3402338   − 1  = 2.9717%.

7. The harmonic mean return over the 10 years is closest to:

A. 2.94 percent.
B. 2.97 percent.
C. 3.00 percent.

Solution:
A is correct. The harmonic mean is calculated as follows:

     
_

 X    H   =   n ____________  
 ∑ 

i=1
  

n
    (1 / (1 +  r  i  )  

   − 1 ,

     
_

 X    H   =   10  ______________________________   
 (  1 _ 1.045  )  +  (  1 _ 1.06  )  + … +  (  1 _ 1.055  )  +  (  1 _ 1.04  ) 

   − 1 ,

     
_

 X    H   =  (  10 _ 9.714  )  −  1 = 2.9442 %.

Consider the box and whisker plot in Exhibit 10:
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Exhibit 10: Box and Whisker Plot
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8. The median is closest to:

A. 34.51.
B. 100.49.
C. 102.98.

Solution:
B is correct. In a box and whisker plot, the “box” represents the lower bound 
of the second quartile and the upper bound of the third quartile, with the 
median or arithmetic average noted as a measure of central tendency of the 
entire distribution. The median is indicated within the box, which is 100.49.

9. The interquartile range is closest to:

A. 13.76.
B. 25.74.
C. 34.51.

Solution:
C is correct. The interquartile range is the height of the box, which is the 
difference between 114.25 and 79.74, equal to 34.51.

MEASURES OF DISPERSION

calculate, interpret, and evaluate measures of dispersion to address 
an investment problem

Few would disagree with the importance of expected return or mean return in invest-
ments: To understand an investment more completely, however, we also need to know 
how returns are dispersed around the mean. Dispersion is the variability around the 
central tendency. If mean return addresses reward, then dispersion addresses risk 
and uncertainty.

3
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In this lesson, we examine the most common measures of dispersion: range, 
mean absolute deviation, variance, and standard deviation. These are all measures of 
absolute dispersion. Absolute dispersion is the amount of variability present without 
comparison to any reference point or benchmark.

The Range
We encountered range earlier when we discussed the construction of frequency dis-
tributions. It is the simplest of all the measures of dispersion.

Definition of Range. The range is the difference between the maximum 
and minimum values in a dataset:

 Range = Maximum value − Minimum value. (2)

An alternative way to report the range is to specify both the maximum and min-
imum values. This alternative definition provides more information as the range is 
reported as “from Maximum Value to Minimum Value.”

One advantage of the range is ease of computation. A disadvantage is that the 
range uses only two pieces of information from the distribution. It cannot tell us 
how the data are distributed (i.e., the shape of the distribution). Because the range is 
the difference between the maximum and minimum values in the dataset, it is also 
sensitive to extremely large or small observations (“outliers”) that may not be repre-
sentative of the distribution.

Mean Absolute Deviations
Measures of dispersion can be computed using all the observations in the distribution 
rather than just the highest and lowest. We could compute measures of dispersion 
as the arithmetic average of the deviations around the mean, but the problem is that 
deviations around the mean always sum to 0. Therefore, we need to find a way to 
address the problem of negative deviations canceling out positive deviations.

One solution is to examine the absolute deviations around the mean as in the 
mean absolute deviation (MAD).

MAD Formula. The MAD for a sample is:

  MAD =   
 ∑ 

i=1
  

n
    | X  i   −   

_
 X  |  
 _ n   , (3)

where    
_

 X    is the sample mean, n is the number of observations in the 
sample, and the | | indicate the absolute value of what is contained within 
these bars.

The MAD uses all of the observations in the sample and is thus superior to the 
range as a measure of dispersion. One technical drawback of MAD is that it is difficult 
to manipulate mathematically compared with the next measure we will introduce, 
sample variance.

Sample Variance and Sample Standard Deviation
A second approach to the problem of positive and negative deviations canceling 
out is to square them. Variance and standard deviation, which are based on squared 
deviations, are the two most widely used measures of dispersion. Variance is defined 
as the average of the squared deviations around the mean. Standard deviation is the 
square root of the variance.
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Sample Variance

In investments, we often do not know the mean of a population of interest, so we esti-
mate it using the mean from a sample drawn from the population. The corresponding 
measure of dispersion is the sample variance or standard deviation.

Sample Variance Formula. The sample variance, s2, is:

   s   2  =   
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    2  
  ___________ n − 1   , (4)

where    
_

 X    is the sample mean and n is the number of observations in 
the sample.

The variance calculation takes care of the problem of negative deviations from the 
mean canceling out positive deviations by squaring those deviations.

For the sample variance, by dividing by the sample size minus 1 (or n − 1) rather 
than n, we improve the statistical properties of the sample variance. The quantity n 
− 1 is also known as the number of degrees of freedom in estimating the population 
variance. To estimate the population variance with s2, we must first calculate the sam-
ple mean, which itself is an estimated parameter. Therefore, once we have computed 
the sample mean, there are only n − 1 independent pieces of information from the 
sample; that is, if you know the sample mean and n − 1 of the observations, you could 
calculate the missing sample observation.

Sample Standard Deviation

Variance is measured in squared units associated with the mean, and we need a way 
to return to those original units. Standard deviation, the square root of the variance, 
solves this problem and is more easily interpreted than the variance.

A useful property of the sample standard deviation is that, unlike sample variance, 
it is expressed in the same unit as the data itself. If the dataset is percentage of daily 
returns for an index, then both the average and the standard deviation of the dataset 
is in percentage terms, while the variance is in squared percentage of daily returns.

Sample Standard Deviation Formula. The sample standard deviation, 
s, is:

  s =  √ 

____________

    
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    2  
  ___________ n − 1     , (5)

where    
_

 X    is the sample mean and n is the number of observations in 
the sample.

Because the standard deviation is a measure of dispersion about the arithmetic 
mean, we usually present the arithmetic mean and standard deviation together when 
summarizing data. When we are dealing with data that represent a time series of 
percentage changes, presenting the geometric mean (i.e., representing the compound 
rate of growth) is also very helpful.

Downside Deviation and Coefficient of Variation
An asset’s variance or standard deviation of returns is often interpreted as a measure 
of the asset’s risk. Variance and standard deviation of returns take account of returns 
above and below the mean, or upside and downside risks, respectively. However, 
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investors are typically concerned only with downside risk—for example, returns below 
the mean or below some specified minimum target return. As a result, analysts have 
developed measures of downside risk.

Downside Deviation

In practice, we may be concerned with values of return (or another variable) below 
some level other than the mean. For example, if our return objective is 6.0 percent 
annually (our minimum acceptable return), then we may be concerned particularly with 
returns below 6.0 percent a year. The target downside deviation, also referred to as the 
target semideviation, is a measure of dispersion of the observations (here, returns) 
below a target—for example 6.0 percent. To calculate a sample target semideviation, 
we first specify the target. After identifying observations below the target, we find 
the sum of those squared negative deviations from the target, divide that sum by the 
total number of observations in the sample minus 1, and, finally, take the square root.

Sample Target Semideviation Formula. The target semideviation, sTarget, 
is:

   S  Target     =  √ 

_________________

   ∑ for all X  i  ≤B  
n
     

  ( X  i   − B)    2 
 _ n − 1      , (6)

where B is the target and n is the total number of sample observations. 
We illustrate this in Example 3.

EXAMPLE 3

Calculating Target Downside Deviation

Consider the monthly returns on a portfolio as shown in Exhibit 11:
 

Exhibit 11: Monthly Portfolio Returns
 

 

Month Return (%)

January 5
February 3
March −1
April −4
May 4
June 2
July 0
August 4
September 3
October 0
November 6
December 5

 

1. Calculate the target downside deviation when the target return is 3 percent.
Solution:
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Month Observation

Deviation 
from the 3% 

Target

Deviations 
below the 

Target

Squared 
Deviations below 

the Target

January 5 2 — —
February 3 0 — —
March −1 −4 −4 16
April −4 −7 −7 49
May 4 1 — —
June 2 −1 −1 1
July 0 −3 −3 9
August 4 1 — —
September 3 0 — —
October 0 −3 −3 9
November 6 3 — —
December 5 2 — —
Sum       84

 

 Target semideviation =   √ 
_

   84 _  (12 − 1)       = 2.7634%.

2. If the target return were 4 percent, would your answer be different from 
that for question 1? Without using calculations, explain how would it be 
different?
Solution:
If the target return is higher, then the existing deviations would be larger 
and there would be several more values in the deviations and squared devia-
tions below the target; so, the target semideviation would be larger.

How does the target downside deviation relate to the sample standard deviation? 
We illustrate the differences between the target downside deviation and the standard 
deviation in Example 4, using the data in Example 3.

EXAMPLE 4

Comparing the Target Downside Deviation with the 
Standard Deviation

1. Given the data in Example 3, calculate the sample standard deviation.
Solution:

 

Month Observation
Deviation from the 

Mean Squared Deviation

January 5 2.75 7.5625
February 3 0.75 0.5625
March −1 −3.25 10.5625
April −4 −6.25 39.0625
May 4 1.75 3.0625
June 2 −0.25 0.0625
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Month Observation
Deviation from the 

Mean Squared Deviation

July 0 −2.25 5.0625
August 4 1.75 3.0625
September 3 0.75 0.5625
October 0 −2.25 5.0625
November 6 3.75 14.0625
December 5 2.75 7.5625
Sum 27   96.2500

 

 The sample standard deviation is   √ 
_

   96.2500 _ 11      = 2.958%.

2. Given the data in Example 3, calculate the target downside deviation if the 
target is 2 percent.
Solution:

 

Month Observation

Deviation 
from the 2% 

Target

Deviations 
below the 

Target

Squared 
Deviations below 

the Target

January 5 3 — —
February 3 1 — —
March −1 −3 −3 9
April −4 −6 −6 36
May 4 2 — —
June 2 0 — —
July 0 −2 −2 4
August 4 2 — —
September 3 1 — —
October 0 −2 −2 4
November 6 4 — —
December 5 3 — —
Sum       53

 

 The target semideviation with 2 percent target =   √ 
_

   53 _ 11      = 2.195 percent.

3. Compare the standard deviation, the target downside deviation if the target 
is 2 percent, and the target downside deviation if the target is 3 percent.
Solution:
The standard deviation is based on the deviation from the mean, or 27% / 
12 = 2.25%. The standard deviation includes all deviations from the mean, 
not just those below it. This results in a sample standard deviation of 2.958 
percent.
Considering just the four observations below the 2 percent target, the target 
semideviation is 2.195 percent. It is less than the sample standard deviation 
since target semideviation captures only the downside risk (i.e., deviations 
below the target). Considering target semideviation with a 3 percent target, 
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there are now five observations below 3 percent, so the target semideviation 
is higher, at 2.763 percent.

Coefficient of Variation

We noted earlier that the standard deviation is more easily interpreted than variance 
because standard deviation uses the same units of measurement as the observations. 
We may sometimes find it difficult to interpret what standard deviation means in terms 
of the relative degree of variability of different sets of data, however, either because 
the datasets have markedly different means or because the datasets have different 
units of measurement. In this section, we explain a measure of relative dispersion, 
the coefficient of variation that can be useful in such situations. Relative dispersion 
is the amount of dispersion relative to a reference value or benchmark.

The coefficient of variation is helpful in such situations as that just described (i.e., 
datasets with markedly different means or different units of measurement).

Coefficient of Variation Formula. The coefficient of variation (CV) is the 
ratio of the standard deviation of a set of observations to their mean value:

  CV =   s _   
_

 X     , (7)

where s is the sample standard deviation and    
_

 X    is the sample mean.

When the observations are returns, for example, the CV measures the amount of 
risk (standard deviation) per unit of reward (mean return). An issue that may arise, 
especially when dealing with returns, is that if    

_
 X    is negative, the statistic is meaningless.

The CV may be stated as a multiple (e.g., two times) or as a percentage (e.g., 200 
percent). Expressing the magnitude of variation among observations relative to their 
average size, the CV permits direct comparisons of dispersion across different data-
sets. Reflecting the correction for scale, the CV is a scale-free measure (i.e., , it has 
no units of measurement).

We illustrate the usefulness of CV for comparing datasets with markedly different 
standard deviations using two hypothetical samples of companies in Example 5.

EXAMPLE 5

Coefficient of Variation of Returns on Assets

Suppose an analyst collects the return on assets (ROA), in percentage terms, 
for 10 companies for each of two industries:

 

Exhibit 12: Returns on Assets for Two Industries
 

 

Company Industry A Industry B

1 −5 −10
2 −3 −9
3 −1 −7
4 2 −3
5 4 1
6 6 3
7 7 5
8 9 18
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Company Industry A Industry B

9 10 20
10 11 22

 

These data can be represented graphically as shown in Exhibit 13:
 

Exhibit 13: Returns on Assets Depicted Graphically
 

–5 –3 –1 2 4 6 7 9 10 11

–10 –9 –7 –3 1 3 5 18 20 22

Industry A

Industry B

1. Calculate the average ROA for each industry.
Solution:
The arithmetic mean ROA for both industries is the sum of the 10 observa-
tions, which in both cases is 40, divided by the 10 observations, or 40/10 = 
4%.

2. Calculate the standard deviation of ROA for each industry.
Solution:
Using Equation 5, the standard deviation for Industry A is 5.60 and 12.12 for 
Industry B.

3. Calculate the coefficient of variation (CV) of the ROA for each industry.
Solution:
Using Equation 7, the CV for Industry A = 5.60/4 = 1.40 and the CV for 
Industry B = 12.12/4 = 3.03.
Though the two industries have the same arithmetic mean ROA, the disper-
sion is quite different—with Industry B’s returns on assets being much more 
disperse than those of Industry A. The CV for these two industries reflects 
this, with Industry B having a larger CV. The interpretation is that the risk 
per unit of mean return is more than two times (2.16 = 3.03/1.40) greater for 
Industry B than Industry A.

QUESTION SET

Consider the annual MSCI World Index total returns for a 10-year 
period, as shown in Exhibit 14:
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Exhibit 14: MSCI World Index Total Returns
 

Year 1 15.25%   Year 6 30.79%
Year 2 10.02%   Year 7 12.34%
Year 3 20.65%   Year 8 −5.02%
Year 4 9.57%   Year 9 16.54%
Year 5 −40.33%   Year 10 27.37%

 

1. For Years 6 through 10, the mean absolute deviation (MAD) of the MSCI 
World Index total returns is closest to:

A. 10.20 percent.
B. 12.74 percent.
C. 16.40 percent.

Solution:
A is correct. The MAD is calculated as follows:

Step 1 Sum annual returns and divide by n to find the arithmetic mean   (  
_

 X  )   of 
16.40 percent.

Step 2 Calculate the absolute value of the difference between each year’s 
return and the mean from Step 1. Sum the results and divide by n to 
find the MAD:

  MAD =   
 ∑ 

i=1
  

n
    | X  i   −   

_
 X  |  
 _ n  , 

  MAD =   50.98% _ 5    = 10.20%.

These calculations are shown in the following table:
 

Year 

Step 1 Step 2

Return   | X  i   −   
_

 X  |  

Year 6 30.79%   14.39%
Year 7 12.34%   4.06%
Year 8 −5.02%   21.42%
Year 9 16.54%   0.14%
Year 10 27.37%   10.97%
       
Sum: 82.02%   50.98%
n: 5   5
   
_

 X   : 16.40%   10.20%
 

Annual returns and summary statistics for three funds are listed as follows:
 

Year

Annual Returns (%)

Fund ABC Fund XYZ Fund PQR

Year 1 −20.0 −33.0 −14.0
Year 2 23.0 −12.0 −18.0
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Year

Annual Returns (%)

Fund ABC Fund XYZ Fund PQR

Year 3 −14.0 −12.0 6.0
Year 4 5.0 −8.0 −2.0
Year 5 −14.0 11.0 3.0
       
Mean −4.0 −10.8 −5.0
Standard deviation 17.8 15.6 10.5

 

2. The fund with the mean absolute deviation (MAD) is Fund:

A. ABC.
B. XYZ.
C. PQR.

Solution:
A is correct. The MAD of Fund ABC’s returns is the highest among the 
three funds. Using Equation 3, the MAD for each fund is calculated as 
follows:

 MAD for Fund ABC =

     
|  − 20 −  (− 4)   |+|  23 −  (− 4)   |+|   − 14 −  (− 4)   |+|  5 −  (− 4)   |+|   − 14 −  (− 4)  |      ________________________________________________   5   = 14.4% .

 MAD for Fund XYZ =

     
|  − 33 −  (− 10.8)   |+|   − 12 −  (− 10.8)   |+|   − 12 −  (− 10.8)   |+|   − 8 −  (− 10.8)   |+|  11 −  (− 10.8)  |        _____________________________________________________________    5   

 = 9.8% .

 MAD for Fund PQR =

     
|  − 14 −  (− 5) |   +  |  − 18 −  (− 5)   |+|  6 −  (− 5)   |+|   − 2 −  (− 5)   |+|  3 −  (− 5)  |      _______________________________________________   5   = 8.8% .

3. Consider the statistics in Exhibit 15 for Portfolio A and Portfolio B over the 
past 12 months:

Exhibit 15: Portfolio A and Portfolio B Statistics
 

  Portfolio A Portfolio B

Average Return 3% 3%
Geometric Return 2.85% ?
Standard Deviation 4% 6%

 

4. The geometric mean return of Portfolio B is most likely to be:

A. less than 2.85 percent.
B. equal to 2.85 percent.
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C. greater than 2.85 percent.
Solution:
A is correct. The higher the dispersion of a distribution, the greater the dif-
ference between the arithmetic mean and the geometric mean.

MEASURES OF SHAPE OF A DISTRIBUTION

interpret and evaluate measures of skewness and kurtosis to address 
an investment problem

Mean and variance may not adequately describe an investment’s distribution of returns. 
In calculations of variance, for example, the deviations around the mean are squared, 
so we do not know whether large deviations are likely to be positive or negative. We 
need to go beyond measures of central tendency, location, and dispersion to reveal 
other important characteristics of the distribution. One important characteristic of 
interest to analysts is the degree of symmetry in return distributions.

If a return distribution is symmetrical about its mean, each side of the distribution 
is a mirror image of the other. Thus, equal loss and gain intervals exhibit the same 
frequencies.

One of the most important distributions is the normal distribution, depicted 
in Exhibit 16. This symmetrical, bell-shaped distribution plays a central role in the 
mean–variance model of portfolio selection; it is also used extensively in financial risk 
management. The normal distribution has the following characteristics:

 ■ Its mean, median, and mode are equal.
 ■ It is completely described by two parameters—its mean and variance (or 

standard deviation).

Exhibit 16: The Normal Distribution

Density of Probability

–5 5–1 0–4 –3 –2 2 3 41

Standard Deviation

Other distributions may require more information than just the mean and variance 
to characterize their shape.

4
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Skewness

A distribution that is not symmetrical is termed skewed. A return distribution with 
positive skew has frequent small losses and a few extreme gains. A return distribu-
tion with negative skew has frequent small gains and a few extreme losses. Panel A 
of Exhibit 17 illustrates a continuous positively skewed distribution, which has a long 
tail on its right side; Panel B illustrates a continuous negatively skewed distribution, 
which has a long tail on its left side.

Exhibit 17: Properties of Skewed Distributions

Density of Probability

A. Positively Skewed

Mode Median Mean

Density of Probability

B. Negatively Skewed

ModeMedianMean

For a continuous positively skewed unimodal distribution, the mode is less than the 
median, which is less than the mean. For the continuous negatively skewed unimodal 
distribution, the mean is less than the median, which is less than the mode. For a given 
expected return and standard deviation, investors should be attracted by a positive 
skew because the mean return lies above the median. Relative to the mean return, 
positive skew amounts to limited, though frequent, downside returns compared with 
somewhat unlimited, but less frequent, upside returns.

Skewness is the name given to a statistical measure of skew. (The word “skew-
ness” is also sometimes used interchangeably for “skew.”) Like variance, skewness is 
computed using each observation’s deviation from its mean. Skewness (sometimes 
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referred to as relative skewness) is computed as the average cubed deviation from 
the mean, standardized by dividing by the standard deviation cubed to make the 
measure free of scale.

Cubing, unlike squaring, preserves the sign of the deviations from the mean. If 
a distribution is positively skewed with a mean greater than its median, then more 
than half of the deviations from the mean are negative and less than half are positive. 
However, for the sum of the cubed deviations to be positive, the losses must be small 
and likely and the gains less likely but more extreme. Therefore, if skewness is positive, 
the average magnitude of positive deviations is larger than the average magnitude of 
negative deviations.

The approximation for computing sample skewness when n is large (100 or 
more) is:

  Skewness ≈  (  1 _ n  )   
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    3  
  ___________  s   3    . (8)

As you will learn later in the curriculum, different investment strategies may introduce 
different types and amounts of skewness into returns.

Kurtosis

Another way in which a return distribution might differ from a normal distribution is 
its relative tendency to generate large deviations from the mean. Most investors would 
perceive a greater chance of extremely large deviations from the mean as higher risk.

Kurtosis is a measure of the combined weight of the tails of a distribution relative 
to the rest of the distribution—that is, the proportion of the total probability that is 
outside of, say, 2.5 standard deviations of the mean. A distribution that has fatter tails 
than the normal distribution is referred to as leptokurtic or fat-tailed; a distribution 
that has thinner tails than the normal distribution is referred to as being platykurtic 
or thin-tailed; and a distribution similar to the normal distribution as it concerns 
relative weight in the tails is called mesokurtic. A fat-tailed (thin-tailed) distribution 
tends to generate more frequent (less frequent) extremely large deviations from the 
mean than the normal distribution.

Exhibit 18 illustrates a distribution with fatter tails than the normal distribution. 
By construction, the fat-tailed and normal distributions in Exhibit 18 have the same 
mean, standard deviation, and skewness. Note that this fat-tailed distribution is more 
likely than the normal distribution to generate observations in the tail regions defined 
by the intersection of the distribution lines near a standard deviation of about ±2.5. 
This fat-tailed distribution is also more likely to generate observations that are near the 
mean, defined here as the region ±1 standard deviation around the mean. However, 
to ensure probabilities sum to 1, this distribution generates fewer observations in the 
regions between the central region and the two tail regions.
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Exhibit 18: Fat-Tailed Distribution Compared to the Normal Distribution

Density of Probability

0.6

0.5

0.4

0.3

0.2

0.1

0

Normal Distribution Fat-Tailed Distribution

–5 5–1 0–4 –3 –2 2 3 41

Standard Deviation

The calculation for kurtosis involves finding the average of deviations from the mean 
raised to the fourth power and then standardizing that average by dividing by the 
standard deviation raised to the fourth power. A normal distribution has kurtosis of 
3.0, so a fat-tailed distribution has a kurtosis above 3.0 and a thin-tailed distribution 
has a kurtosis below 3.0.

Excess kurtosis is the kurtosis relative to the normal distribution. For a large sam-
ple size (n = 100 or more), sample excess kurtosis (KE) is approximately as follows:

   K  E   ≈  [ (  1 _ n  )   
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    4  
  ___________  s   4   ]  − 3 . (9)

As with skewness, this measure is free of scale. Many statistical packages report esti-
mates of sample excess kurtosis, labeling this as simply “kurtosis.”

Excess kurtosis thus characterizes kurtosis relative to the normal distribution. A 
normal distribution has excess kurtosis equal to 0. A fat-tailed distribution has excess 
kurtosis greater than 0, and a thin-tailed distribution has excess kurtosis less than 0. A 
return distribution with positive excess kurtosis—a fat-tailed return distribution—has 
more frequent extremely large deviations from the mean than a normal distribution.

Exhibit 19: Summary of Kurtosis

If kurtosis is …
then excess kurto-

sis is …
Therefore, the distri-

bution is …

And we refer to the 
distribution as being 

…

above 3.0 above 0 fatter-tailed than the 
normal distribution.

fat-tailed (leptokurtic)

equal to 3.0 equal to 0 similar in tails to the 
normal distribution.

mesokurtic

less than 3.0 less than 0 thinner-tailed 
than the normal 

distribution.

thin-tailed 
(platykurtic)
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Most equity return series have been found to be fat-tailed. If a return distribution is 
fat-tailed and we use statistical models that do not account for that distribution, then 
we will underestimate the likelihood of very bad or very good outcomes. Example 6 
revisits the EAA Equity Index from the earlier Example 1 and quantifies the shape of 
it return distribution.

EXAMPLE 6

Skewness and Kurtosis of EAA Equity Index Daily Returns

Consider the statistics in Exhibit 20 for the EAA Equity Index:
 

Exhibit 20: Properties of Skewed Distributions
 

 

  Daily Return (%)

Arithmetic mean 0.0347
Standard deviation 0.8341
  Measure of Symmetry
Skewness −0.4260
Excess kurtosis 3.7962

 

The returns reflect negative skewness, which is illustrated in Exhibit 21 by 
comparing the distribution of the daily returns with a normal distribution with 
the same mean and standard deviation.

 

Exhibit 21: Negative Skewness
 

Number of Observations

Normal Distribution

–5 5–1 0–4 –3 –2 2 3 41

Standard Deviation

EAA Daily Returns

Using both the statistics and the graph, we see the following:

 ■ The distribution is negatively skewed, as indicated by the negative cal-
culated skewness of −0.4260 and the influence of observations below 
the mean of 0.0347 percent.

 ■ The highest frequency of returns occurs within the 0.0 to 0.5 standard 
deviations from the mean (i.e., the mode is greater than the mean as 
the positive returns are offset by extreme negative deviations).

 ■ The distribution is fat-tailed, as indicated by the positive excess 
kurtosis of 3.7962. In Exhibit 21, we can see fat tails, a concentration 
of returns around the mean, and fewer observations in the regions 
between the central region and the two-tail regions.
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To understand the trading liquidity of a stock, investors often look at the distribu-
tion of the daily trading volume for a stock. Analyzing the daily volume can provide 
insights about the interest in the stock, what factors may drive interest in the stock 
as well as whether the market can absorb a large trade in the stock. The latter may 
be of interest to investors interested in either establishing or exiting a large position 
in the particular stock.

INTERPRETING SKEWNESS AND KURTOSIS

Consider the daily trading volume for a stock for one year, as shown in Exhibit 
22. In addition to the count of observations within each bin or interval, the 
number of observations anticipated based on a normal distribution (given the 
sample arithmetic average and standard deviation) is provided as well. The 
average trading volume per day for the stock during the year was 8.6 million 
shares, and the standard deviation was 4.9 million shares.

 

Exhibit 22: Histogram of Daily Trading Volume for a Stock for One 
Year
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1. Would the distribution be characterized as being skewed? If so, what could 
account for this situation?
Solution:
The distribution appears to be skewed to the right, or positively skewed. 
This is likely due to: (1) no possible negative trading volume on a given trad-
ing day, so the distribution is truncated at zero; and (2) greater-than-typical 
trading occurring relatively infrequently, such as when there are compa-
ny-specific announcements.
The actual skewness for this distribution is 2.1090, which supports this 
interpretation.

2. Does the distribution displays kurtosis? Explain.
Solution:
The distribution appears to have excess kurtosis, with a right-side fat tail and 
with maximum shares traded in the 4.6 to 6.1 million range, exceeding what 
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is expected if the distribution was normally distributed. There are also fewer 
observations than expected between the central region and the tail.
The actual excess kurtosis for this distribution is 5.2151, which supports this 
interpretation.

QUESTION SET 

1. An analyst calculates the excess kurtosis of a stock’s returns as 
−0.75. From this information, the analyst should conclude that the distribu-
tion of returns is:

A. normally distributed.
B. fat-tailed compared to the normal distribution.
C. thin-tailed compared to the normal distribution.

Solution:
C is correct. The distribution is thin-tailed relative to the normal distribu-
tion because the excess kurtosis is less than zero.

Use Exhibit 23 to answer questions 2–4.
An analyst examined a cross-section of annual returns for 252 stocks and 

calculated the following statistics:

Exhibit 23: Cross-Section of Annual Returns
 

Arithmetic Average 9.986%
Geometric Mean 9.909%
Variance 0.001723
Skewness 0.704
Excess Kurtosis 0.503

 

2. The coefficient of variation (CV) is closest to:

A. 0.02.
B. 0.42.
C. 2.41.

Solution:
B is correct. The CV is the ratio of the standard deviation to the arithmetic 
average, or   √ 

_
 0.001723   / 0.09986  = 0.416.

3. This distribution is best described as:

A. negatively skewed.
B. having no skewness.
C. positively skewed.

Solution:
C is correct. The skewness is positive, so it is right-skewed (positively 
skewed).
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4. Compared to the normal distribution, this sample’s distribution is best de-
scribed as having tails of the distribution with:

A. less probability than the normal distribution.
B. the same probability as the normal distribution.
C. more probability than the normal distribution.

Solution:
C is correct. The excess kurtosis is positive, indicating that the distribution 
is “fat-tailed”; therefore, there is more probability in the tails of the distribu-
tion relative to the normal distribution.

CORRELATION BETWEEN TWO VARIABLES

interpret correlation between two variables to address an investment 
problem

Scatter Plot
A scatter plot is a useful tool for displaying and understanding potential relationships 
between two variables. Suppose an analyst is interested in the relative performance of 
two sectors, information technology (IT) and utilities, compared to the market index 
over a specific five-year period. The analyst has obtained the sector and market index 
returns for each month over the five years under investigation. Exhibit 24 presents 
a scatterplot of returns for the IT sector index versus the S&P 500, and Exhibit 25 
presents a scatterplot of returns for the utilities sector index versus the S&P 500.

Tight (loose) clustering signals a potentially stronger (weaker) relationship between 
the two variables.

5
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Exhibit 24: Scatter Plot of Information Technology Sector Index Return 
versus S&P 500 Index Return
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Exhibit 25: Scatter Plot of Utilities Sector Index Return versus S&P 500 
Index Return
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Despite their relatively straightforward construction, scatter plots convey valuable 
information. First, it is important to inspect for any potential association between the 
two variables. The pattern of the scatter plot may indicate no apparent relationship, 
a linear association, or a non-linear relationship. Furthermore, the strength of the 
association can be determined by how closely the data points are clustered around a 
line drawn across the observations.

Examining Exhibit 24 we can see the returns of the IT sector are highly positively 
associated with S&P 500 Index returns because the data points are tightly clustered 
along a positively sloped line. In contrast, Exhibit 25 tells a different story for relative 
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performance of the utilities sector and S&P 500 index returns: The data points appear 
to be distributed in no discernable pattern, indicating no clear relationship among 
these variables.

Second, observing the data points located toward the ends of each axis, which 
represent the maximum or minimum values, provides a quick sense of the data range. 
Third, if a relationship among the variables is apparent, inspecting the scatter plot 
can help to spot extreme values (i.e., outliers). For example, an outlier data point is 
readily detected in Exhibit 24 as indicated by the arrow. Finding these extreme values 
and handling them with appropriate measures is an important part of the financial 
modeling process.

Scatter plots are a powerful tool for finding patterns between two variables, for 
assessing data range, and for spotting extreme values. In some situations, however, we 
need to inspect for pairwise associations among many variables—for example, when 
conducting feature selection from dozens of variables to build a predictive model.

Now that we have some understanding of sample variance and standard devia-
tion, we can more formally consider the concept of correlation between two random 
variables that we previously explored visually in the scatter plots.

Covariance and Correlation
Correlation is a measure of the linear relationship between two random variables. 
The first step in considering how two variables vary together, however, is constructing 
their covariance.

Definition of Sample Covariance. The sample covariance (sXY) is a 
measure of how two variables in a sample move together:

   s  XY   =   
 ∑ 

i=1
  

n
    ( X  i   −   

_
 X  )  ( Y  i   −   

_
 Y  ) 
  ________________ n − 1   . (10)

Equation 10 indicates that the sample covariance is the average value of the product 
of the deviations of observations on two random variables (Xi and Yi) from their sample 
means. If the random variables are returns, the units would be returns squared. Also, 
note the use of n − 1 in the denominator, which ensures that the sample covariance 
is an unbiased estimate of population covariance.

Stated simply, covariance is a measure of the joint variability of two random vari-
ables. If the random variables vary in the same direction—for example, X tends to be 
above its mean when Y is above its mean, and X tends to be below its mean when Y is 
below its mean—then their covariance is positive. If the variables vary in the opposite 
direction relative to their respective means, then their covariance is negative.

The size of the covariance measure alone is difficult to interpret as it involves 
squared units of measure and so depends on the magnitude of the variables. This 
brings us to the normalized version of covariance, which is the correlation coefficient.

Definition of Sample Correlation Coefficient. The sample correlation 
coefficient is a standardized measure of how two variables in a sample 
move together. The sample correlation coefficient (rXY) is the ratio of the 
sample covariance to the product of the two variables’ standard deviations:

   r  XY   =   
 s  XY  

 _  s  X    s  Y     . (11)

Importantly, the correlation coefficient expresses the strength of the linear rela-
tionship between the two random variables.
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Properties of Correlation
We now discuss the correlation coefficient, or simply correlation, and its properties 
in more detail:

1. Correlation ranges from −1 and +1 for two random variables, X and Y:

 −1 ≤ rXY ≤ +1.

2. A correlation of 0, termed uncorrelated, indicates an absence of any linear 
relationship between the variables.

3. A positive correlation close to +1 indicates a strong positive linear relation-
ship. A correlation of 1 indicates a perfect linear relationship.

4. A negative correlation close to −1 indicates a strong negative (i.e., inverse) 
linear relationship. A correlation of −1 indicates a perfect inverse linear 
relationship.

We return to scatter plots to illustrate correlation visually. In contrast to the cor-
relation coefficient, which expresses the relationship between two data series using 
a single number, a scatter plot depicts the relationship graphically. Therefore, scatter 
plots are a very useful tool for the sensible interpretation of a correlation coefficient.

Exhibit 26 shows examples of scatter plots. Panel A shows the scatter plot of 
two variables with a correlation of +1. Note that all the points on the scatter plot in 
Panel A lie on a straight line with a positive slope. Whenever variable X increases by 
one unit, variable Y increases by two units. Because all of the points in the graph lie 
on a straight line, an increase of one unit in X is associated with an exact two-unit 
increase in Y, regardless of the level of X. Even if the slope of the line were different 
(but positive), the correlation between the two variables would still be +1 as long as 
all the points lie on that straight line. Panel B shows a scatter plot for two variables 
with a correlation coefficient of −1. Once again, the plotted observations all fall on a 
straight line. In this graph, however, the line has a negative slope. As X increases by 
one unit, Y decreases by two units, regardless of the initial value of X.
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Exhibit 26: Scatter Plots Showing Various Degrees of Correlation
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Panel C shows a scatter plot of two variables with a correlation of 0; they have no 
linear relation. This graph shows that the value of variable X tells us nothing about 
the value of variable Y. Panel D shows a scatter plot of two variables that have a 
non-linear relationship. Because the correlation coefficient is a measure of the linear 
association between two variables, it would not be appropriate to use the correlation 
coefficient in this case.

Limitations of Correlation Analysis
Exhibit 26 illustrates that correlation measures the linear association between two 
variables, but it may not always be reliable. Two variables can have a strong nonlinear 
relation and still have a very low correlation. A nonlinear relation between variables X 
and Y is shown in Panel D. Even though these two variables are perfectly associated, 
there is no linear association between them and hence no meaningful correlation.

Correlation may also be an unreliable measure when outliers are present in one 
or both variables. As we have seen, outliers are small numbers of observations at 
either extreme (small or large) of a sample. Correlation may be quite sensitive to 
outliers. In such a situation, we should consider whether it makes sense to exclude 
those outlier observations and whether they are noise or true information. We use 
judgment to determine whether those outliers contain information about the two 
variables’ relationship, and should be included in the correlation analysis, or contain 
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no information, and should be excluded. If they are to be excluded from the correlation 
analysis, as we have seen previously, outlier observations can be handled by trimming 
or winsorizing the dataset.

Importantly, keep in mind that correlation does not imply causation. Even if two 
variables are highly correlated, one does not necessarily cause the other in the sense 
that certain values of one variable bring about the occurrence of certain values of 
the other.

Moreover, with visualizations too, including scatter plots, we must be on guard 
against unconsciously making judgments about causal relationships that may or may 
not be supported by the data.

The term spurious correlation has been used to refer to:

 ■ correlation between two variables that reflects chance relationships in a 
particular dataset;

 ■ correlation induced by a calculation that mixes each of two variables with a 
third variable; and

 ■ correlation between two variables arising not from a direct relation between 
them but from their relation to a third variable.

As an example of the chance relationship, consider the monthly US retail sales of 
beer, wine, and liquor and the atmospheric carbon dioxide levels from 2000 to 2018. 
The correlation is 0.824, indicating that a positive relation exists between the two. 
However, there is no reason to suspect that the levels of atmospheric carbon dioxide 
are related to the retail sales of beer, wine, and liquor.

As an example of the second type of spurious correlation, two variables that are 
uncorrelated may be correlated if divided by a third variable. For example, consider a 
cross-sectional sample of companies’ dividends and total assets. While there may be 
a low correlation between these two variables, dividing each by market capitalization 
may increase the correlation.

As an example of the third type of spurious correlation, height may be positively 
correlated with the extent of a person’s vocabulary, but the underlying relationships 
are between age and height and between age and vocabulary.

Investment professionals must be cautious in basing investment strategies on high 
correlations. Spurious correlations may suggest investment strategies that appear 
profitable but would not be, if implemented.

A further issue is that correlation does not tell the whole story about the data. 
Consider Anscombe’s Quartet, discussed in Example 7, for which dissimilar graphs 
can be developed with variables that have the same mean, same standard deviation, 
and same correlation.

EXAMPLE 7

Anscombe’s Quartet

Francis Anscombe, a British statistician, developed datasets that illustrate why 
just looking at summary statistics (i.e., mean, standard deviation, and correlation) 
does not fully describe the data. He created four datasets (designated I, II, III, 
and IV), each with two variables, X and Y, such that:

 ■ The Xs in each dataset have the same mean and standard deviation, 
9.00 and 3.32, respectively.

 ■ The Ys in each dataset have the same mean and standard deviation, 
7.50 and 2.03, respectively.

 ■ The Xs and Ys in each dataset have the same correlation of 0.82.
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Exhibit 27: Summary Statistics
 

 

Observation

I II III IV

X Y X Y X Y X Y

1 10 8.04   10 9.14   10 7.46   8 6.6
2 8 6.95   8 8.14   8 6.77   8 5.8
3 13 7.58   13 8.74   13 12.74   8 7.7
4 9 8.81   9 8.77   9 7.11   8 8.8
5 11 8.33   11 9.26   11 7.81   8 8.5
6 14 9.96   14 8.1   14 8.84   8 7
7 6 7.24   6 6.13   6 6.08   8 5.3
8 4 4.26   4 3.1   4 5.39   19 13
9 12 10.8   12 9.13   12 8.15   8 5.6
10 7 4.82   7 7.26   7 6.42   8 7.9
11 5 5.68   5 4.74   5 5.73   8 6.9
                       
N 11 11   11 11   11 11   11 11
Mean 9.00 7.50   9.00 7.50   9.00 7.50   9.00 7.50
Standard 
deviation 3.32 2.03   3.32 2.03   3.32 2.03   3.32 2.03
Correlation 0.82   0.82   0.82   0.82

 

While the X variable has the same values for I, II, and III in the quartet of 
datasets, the Y variables are quite different, creating different relationships. The 
four datasets are:

I An approximate linear relationship between X and Y.

II A curvilinear relationship between X and Y.

III A linear relationship except for one outlier.

IV A constant X with the exception of one outlier.

Depicting the quartet visually,
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Exhibit 28: Visual Depiction
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The bottom line? Knowing the means and standard deviations of the two 
variables, as well as the correlation between them, does not tell the entire story.
Source: Francis John Anscombe, “Graphs in Statistical Analysis,” American Statistician 27 
(February 1973): 17–21.

QUESTION SET

1. A correlation of 0.34 between two variables, X and Y, is best de-
scribed as:

A. changes in X causing changes in Y.
B. a positive association between X and Y.
C. a curvilinear relationship between X and Y.

Solution:
B is correct. The correlation coefficient is positive, indicating that the two 
series move together.

2. Which of the following is a potential problem with interpreting a correlation 
coefficient?

A. Outliers
B. Spurious correlation
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C. Both outliers and spurious correlation
Solution:
C is correct. Both outliers and spurious correlation are potential problems 
with interpreting correlation coefficients.

Use the information in Exhibit 29 to answer questions 3 and 4.
An analyst is evaluating the tendency of returns on the portfolio of stocks 

she manages to move along with bond and real estate indexes. She gathered 
monthly data on returns and the indexes:

Exhibit 29: Monthly Data on Returns and Indexes
 

  Returns (%)

Portfolio Returns
Bond Index 

Returns
Real Estate Index 

Returns

Arithmetic average 5.5 3.2 7.8
Standard deviation 8.2 3.4 10.3
  Portfolio Returns 

and Bond Index 
Returns

Portfolio Returns and Real Estate 
Index Returns

Covariance 18.9 −55.9
 

3. Without calculating the correlation coefficient, the correlation of the portfo-
lio returns and the bond index returns is most likely to be:

A. negative.
B. zero.
C. positive.

Solution:
C is correct. The correlation coefficient is positive because the covariance is 
positive.

4. Without calculating the correlation coefficient, the correlation of the portfo-
lio returns and the real estate index returns is:

A. negative.
B. zero.
C. positive.

Solution:
A is correct. The correlation coefficient is negative because the covariance is 
negative.

5. Consider two variables, A and B. If variable A has a mean of −0.56, variable 
B has a mean of 0.23, and the covariance between the two variables is posi-
tive, the correlation between these two variables is:

A. negative.
B. zero.
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C. positive.
Solution:
C is correct. The correlation coefficient must be positive because the cova-
riance is positive. The fact that one or both variables have a negative mean 
does not affect the sign of the correlation coefficient.

© CFA Institute. For candidate use only. Not for distribution.



Practice Problems 127

PRACTICE PROBLEMS

The following information relates to questions 
1-5

Consider the results of an analysis focusing on the market capitalizations of a 
sample of 100 firms:

Exhibit 1: Market Capitalization of a Sample of 100 Firms

Bin
Cumulative Percentage 

of Sample (%)

Market Capitalization (euro 
billions)

Number of 
ObservationsLower Bound Upper Bound

1 5 0.28 15.45 5
2 10 15.45 21.22 5
3 15 21.22 29.37 5
4 20 29.37 32.57 5
5 25 32.57 34.72 5
6 30 34.72 37.58 5
7 35 37.58 39.90 5
8 40 39.90 41.57 5
9 45 41.57 44.86 5
10 50 44.86 46.88 5
11 55 46.88 49.40 5
12 60 49.40 51.27 5
13 65 51.27 53.58 5
14 70 53.58 56.66 5
15 75 56.66 58.34 5
16 80 58.34 63.10 5
17 85 63.10 67.06 5
18 90 67.06 73.00 5
19 95 73.00 81.62 5
20 100 81.62 96.85 5

1. The tenth percentile corresponds to observations in bin(s):

A. 2.

B. 1 and 2.

C. 19 and 20.

2. The second quintile corresponds to observations in bin(s):

A. 8.
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B. 5, 6, 7, and 8.

C. 6, 7, 8, 9, and 10.

3. The fourth quartile corresponds to observations in bin(s):

A. 17.

B. 17, 18, 19, and 20.

C. 16, 17, 18, 19, and 20.

4. The median is closest to:

A. 44.86.

B. 46.88.

C. 49.40.

5. The interquartile range is closest to:

A. 20.76.

B. 23.62.

C. 25.52.

6. Exhibit 12 shows the annual MSCI World Index total returns for a 10-year 
period.

Exhibit 1: MSCI World Index Returns

Year 1 15.25%   Year 6 30.79%
Year 2 10.02%   Year 7 12.34%
Year 3 20.65%   Year 8 −5.02%
Year 4 9.57%   Year 9 16.54%
Year 5 −40.33%   Year 10 27.37%

The fourth quintile return for the MSCI World Index is closest to:

A. 20.65 percent.

B. 26.03 percent.

C. 27.37 percent.

The following information relates to questions 
7-9

A fund had the following experience over the past 10 years:
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Exhibit 1: Performance over 10 Years

Year Return

1 4.5%
2 6.0%
3 1.5%
4 −2.0%
5 0.0%
6 4.5%
7 3.5%
8 2.5%
9 5.5%
10 4.0%

7. The fund’s standard deviation of returns over the 10 years is closest to:

A. 2.40 percent.

B. 2.53 percent.

C. 7.58 percent.

8. The target semideviation of the returns over the 10 years, if the target is 2 per-
cent, is closest to:

A. 1.42 percent.

B. 1.50 percent.

C. 2.01 percent.

9. Consider the mean monthly return and the standard deviation for three industry 
sectors, as shown in Exhibit 2:

Exhibit 2: Mean Monthly Return and Standard Deviations

Sector
Mean Monthly Return 

(%)
Standard Deviation of Return 

(%)

Utilities (UTIL) 2.10 1.23
Materials (MATR) 1.25 1.35
Industrials (INDU) 3.01 1.52

Based on the coefficient of variation (CV), the riskiest sector is:

A. utilities.

B. materials.

C. industrials.
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SOLUTIONS

1. B is correct. The tenth percentile corresponds to the lowest 10 percent of the 
observations in the sample, which are in bins 1 and 2.

2. B is correct. The second quintile corresponds to the second 20 percent of obser-
vations. The first 20 percent consists of bins 1 through 4. The second 20 percent 
of observations consists of bins 5 through 8.

3. C is correct. A quartile consists of 25 percent of the data, and the last 25 percent 
of the 20 bins are 16 through 20.

4. B is correct. The center of the 20 bins is represented by the market capitalization 
of the highest value of the 10th bin and the lowest value of the 11th bin, which is 
46.88.

5. B is correct. The interquartile range is the difference between the lowest value in 
the second quartile and the highest value in the third quartile. The lowest value 
of the second quartile is 34.72, and the highest value of the third quartile is 58.34. 
Therefore, the interquartile range is 58.34 − 34.72 = 23.62.

6. B is correct. Quintiles divide a distribution into fifths, with the fourth quintile 
occurring at the point at which 80 percent of the observations lie below it. The 
fourth quintile is equivalent to the 80th percentile. To find the yth percentile (Py), 
we first must determine its location. The formula for the location (Ly) of a yth 
percentile in an array with n entries sorted in ascending order is Ly = (n + 1) × 
(y/100). In this case, n = 10 and y = 80%, so

 L80 = (10 + 1) × (80/100) = 11 × 0.8 = 8.8.

With the data arranged in ascending order (−40.33 percent, −5.02 percent, 
9.57 percent, 10.02 percent, 12.34 percent, 15.25 percent, 16.54 percent, 20.65 
percent, 27.37 percent, and 30.79 percent), the 8.8th position would be between 
the eighth and ninth entries, 20.65 percent and 27.37 percent, respectively. Using 
linear interpolation, P80 = X8 + (Ly − 8) × (X9 − X8),

 P80 = 20.65 + (8.8 − 8) × (27.37 − 20.65)

 = 20.65 + (0.8 × 6.72) = 20.65 + 5.38

 = 26.03 percent.

7. B is correct. The fund’s standard deviation of returns is calculated as follows:

Year Return Deviation from Mean Deviation Squared

1 4.5% 0.0150 0.000225
2 6.0% 0.0300 0.000900
3 1.5% −0.0150 0.000225
4 −2.0% −0.0500 0.002500
5 0.0% −0.0300 0.000900
6 4.5% 0.0150 0.000225
7 3.5% 0.0050 0.000025
8 2.5% −0.0050 0.000025
9 5.5% 0.0250 0.000625
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Year Return Deviation from Mean Deviation Squared

10 4.0% 0.0100 0.000100
Mean 3.0%    
Sum     0.005750

The standard deviation is the square root of the sum of the squared deviations, 
divided by n − 1:

  s =  √ 
_

   0.005750 _  (10 − 1)       = 2.5276%.

8. B is correct. The target semideviation of the returns over the 10 years with a tar-
get of 2 percent is calculated as follows:

Year Return Deviation Squared below Target of 2% 

1 4.5%  
2 6.0%  
3 1.5% 0.000025
4 −2.0% 0.001600
5 0.0% 0.000400
6 4.5%  
7 3.5%  
8 2.5%  
9 5.5%  
10 4.0%  
Sum   0.002025

The target semideviation is the square root of the sum of the squared deviations 
from the target, divided by n − 1:

 sTarget =   √ 
_

   0.002025 _  (10 − 1)       = 1.5%.

9. B is correct. The CV is the ratio of the standard deviation to the mean, where a 
higher CV implies greater risk per unit of return.

   CV  UTIL   =   s _   
_

 X     =   1.23% _ 2.10%   = 0.59 ,

   CV  MATR   =   s _   
_

 X     =   1.35% _ 1.25%   = 1.08 ,

   CV  INDU   =   s _   
_

 X     =   1.52% _ 3.01%   = 0.51 .
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LEARNING OUTCOMES
Mastery The candidate should be able to:

calculate expected values, variances, and standard deviations and 
demonstrate their application to investment problems
formulate an investment problem as a probability tree and explain 
the use of conditional expectations in investment application
calculate and interpret an updated probability in an investment 
setting using Bayes’ formula

INTRODUCTION

Investment decisions are made under uncertainty about the future direction of the 
economy, issuers, companies, and prices. This learning module presents probability 
tools that address many real-world problems involving uncertainty and applies to a 
variety of investment management applications.

Lesson 1 introduces the calculation of the expected value, variance, and standard 
deviation for a random variable. These are essential quantitative concepts in invest-
ment management. Lesson 2 introduces probability trees that help in visualizing the 
conditional expectations and the total probabilities for expected value.

When making investment decisions, analysts often rely on perspectives, which 
may be influenced by subsequent observations. Lesson 3 introduces Bayes’ formula, 
a rational method to adjust probabilities with the arrival of new information. This 
method has wide business and investment applications.

1

L E A R N I N G  M O D U L E

4

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 4 Probability Trees and Conditional Expectations134

LEARNING MODULE OVERVIEW

 ■ The expected value of a random variable is a probabili-
ty-weighted average of the possible outcomes of the random 
variable. For a random variable X, the expected value of X is denoted 
E(X).

 ■ The variance of a random variable is the expected value (the probabili-
ty-weighted average) of squared deviations from the random variable’s 
expected value E(X): σ2(X) = E{[X − E(X)]2}, where σ2(X) stands for the 
variance of X.

 ■ Standard deviation is the positive square root of variance. Standard 
deviation measures dispersion (as does variance), but it is measured in 
the same units as the variable.

 ■ A probability tree is a means of illustrating the results of two or more 
independent events.

 ■ A probability of an event given (conditioned on) another event is a 
conditional probability. The probability of an event A given an event B 
is denoted P(A | B), and P(A | B) = P(AB)/P(B), P(B) ≠ 0.

 ■ According to the total probability rule, if S1, S2, …, Sn are mutually 
exclusive and exhaustive scenarios or events, then P(A) = P(A | S1)
P(S1) + P(A | S2)P(S2) + … + P(A | Sn)P(Sn).

 ■ Conditional expected value is E(X | S) = P(X1 | S)X1 + P(X2 | S)X2 + … 
+ P(Xn | S)Xn and has an associated conditional variance and condi-
tional standard deviation.

 ■ Bayes’ formula is a method used to update probabilities based on new 
information.

 ■ Bayes’ formula is expressed as follows: Updated probability of event 
given the new information = [(Probability of the new information 
given event)/(Unconditional probability of the new information)] × 
Prior probability of event.

EXPECTED VALUE AND VARIANCE

calculate expected values, variances, and standard deviations and 
demonstrate their application to investment problems

The expected value of a random variable is an essential quantitative concept in 
investments. Investors continually make use of expected values—in estimating the 
rewards of alternative investments, in forecasting earnings per share (EPS) and 
other corporate financial variables and ratios, and in assessing any other factor that 
may affect their financial position. The expected value of a random variable is the 
probability-weighted average of the possible outcomes of the random variable. For a 
random variable X, the expected value of X is denoted E(X).

Expected value (e.g., expected stock return) looks either to the future, as a fore-
cast, or to the “true” value of the mean (the population mean). We should distinguish 
expected value from the concepts of historical or sample mean. The sample mean also 

2
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summarizes in a single number a central value. However, the sample mean presents 
a central value for a particular set of observations as an equally weighted average of 
those observations. In sum, the contrast is forecast versus historical, or population 
versus sample.

An equation that summarizes the calculation of the expected value for a discrete 
random variable X is as follows:

  E (X)  = P ( X  1  )   X  1   + P ( X  2  )   X  2   + … + P ( X  n  )   X  n   =  ∑ 
i=1

  
n
    P ( X  i  )   X  i   , (1)

where Xi is one of n possible outcomes of the discrete random variable X.
The expected value is our forecast. Because we are discussing random quantities, 

we cannot count on an individual forecast being realized (although we hope that, on 
average, forecasts will be accurate). It is important, as a result, to measure the risk 
we face. Variance and standard deviation measure the dispersion of outcomes around 
the expected value or forecast.

The variance of a random variable is the expected value (the probability-weighted 
average) of squared deviations from the random variable’s expected value:

   σ   2  (X)  = E   [X − E (X) ]    2  . (2)

The two notations for variance are σ2(X) and Var(X).
Variance is a number greater than or equal to 0 because it is the sum of squared 

terms. If variance is 0, there is no dispersion or risk. The outcome is certain, and 
the quantity X is not random at all. Variance greater than 0 indicates dispersion of 
outcomes. Increasing variance indicates increasing dispersion, all else being equal.

The following equation summarizes the calculation of variance:

   
 σ   2  (X)  = P ( X  1  )    [ X  1   − E (X) ]    2  + P ( X  2  )    [ X  2   − E (X) ]    2 

      
  + … + P ( X  n  )    [ X  n   − E (X) ]    2  =  ∑ 

i = 1
  

n
    P ( X  i  )    [ X  i   − E (X) ]    2 

  , (3)

where Xi is one of n possible outcomes of the discrete random variable X.
Variance of X is a quantity in the squared units of X. For example, if the random 

variable is return in percent, variance of return is in units of percent squared. Standard 
deviation is easier to interpret than variance because it is in the same units as the 
random variable.Standard deviation is the square root of variance. If the random 
variable is return in percent, standard deviation of return is also in units of percent. In 
the following examples, when the variance of returns is stated as a percent or amount 
of money, to conserve space, we may suppress showing the unit squared.

The best way to become familiar with these concepts is to work examples.

EXAMPLE 1

BankCorp’s Earnings per Share, Part 1

As part of your work as a banking industry analyst, you build models for forecast-
ing earnings per share of the banks you cover. Today you are studying BankCorp. 
In Exhibit 1, you have recorded a probability distribution for BankCorp’s EPS 
for the current fiscal year.

 

Exhibit 1: Probability Distribution for BankCorp’s EPS
 

 

Probability EPS (USD)

0.15 2.60
0.45 2.45
0.24 2.20

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 4 Probability Trees and Conditional Expectations136

Probability EPS (USD)

0.16 2.00
1.00

 

1. What is the expected value of BankCorp’s EPS for the current fiscal year?
Solution:
Following the definition of expected value, list each outcome, weight it by its 
probability, and sum the terms.

 E(EPS) = 0.15(USD2.60) + 0.45(USD 2.45) + 0.24(USD 2.20) + 0.16(USD 
2.00) 
 = USD2.3405

The expected value of EPS is USD2.34.

2. Using the probability distribution of EPS from Exhibit 1, you want to 
measure the dispersion around your forecast. What are the variance and 
standard deviation of BankCorp’s EPS for the current fiscal year? 
Solution:
The order of calculation is always expected value, then variance, and then 
standard deviation. Expected value has already been calculated. Following 
the previous definition of variance, calculate the deviation of each outcome 
from the mean or expected value, square each deviation, weight (multiply) 
each squared deviation by its probability of occurrence, and then sum these 
terms.

   

 σ   2  (EPS)  = P (2.60)    [2.60 − E (EPS) ]    2  + P (2.45)    [2.45 − E (EPS) ]    2 

       
+   P (2.20)    [2.20 − E (EPS) ]    2  + P (2.00)    [2.00 − E (EPS) ]    2 

      = 0.15   (2.60 − 2.34)    2  + 0.45   (2.45 − 2.34)    2      
+   0.24   (2.20 − 2.34)    2  + 0.16   (2.00 − 2.34)    2 

     

= 0.01014 + 0.005445 + 0.004704 + 0.018496 = 0.038785

   

Standard deviation is the positive square root of 0.038785:

 σ(EPS) = 0.0387851/2 = 0.196939, or approximately 0.20.

PROBABILITY TREES AND CONDITIONAL 
EXPECTATIONS

formulate an investment problem as a probability tree and explain 
the use of conditional expectations in investment application

In investments, we make use of any relevant information available in making our 
forecasts. When we refine our expectations or forecasts, we are typically updating 
them based on new information or events; in these cases, we are using conditional 
expected values. The expected value of a random variable X given an event or scenario 
S is denoted E(X | S). Suppose the random variable X can take on any one of n distinct 

3
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outcomes X1, X2, …, Xn (these outcomes form a set of mutually exclusive and exhaus-
tive events). The expected value of X conditional on S is the first outcome, X1, times 
the probability of the first outcome given S, P(X1 | S), plus the second outcome, X2, 
times the probability of the second outcome given S, P(X2 | S), and so forth, as follows:

 E(X | S) = P(X1 | S)X1 + P(X2 | S)X2 + … + P(Xn | S)Xn. (4)

We will illustrate this equation shortly.
Parallel to the total probability rule for stating unconditional probabilities in terms 

of conditional probabilities, there is a principle for stating (unconditional) expected 
values in terms of conditional expected values. This principle is the total probability 
rule for expected value.

Total Probability Rule for Expected Value
The formula follows:

 E(X) = E(X | S)P(S) + E(X | SC)P(SC), (5)

where SC is the “complement of S,” which means event or scenario “S” does not occur.
 E(X) = E(X | S1)P(S1) + E(X | S2)P(S2) + … + E(X | Sn)P(Sn), (6)

where S1, S2, …, Sn are mutually exclusive and exhaustive scenarios or events.
The general case, Equation 6, states that the expected value of X equals the expected 

value of X given Scenario 1, E(X | S1), times the probability of Scenario 1, P(S1), plus 
the expected value of X given Scenario 2, E(X | S2), times the probability of Scenario 
2, P(S2), and so forth.

To use this principle, we formulate mutually exclusive and exhaustive scenarios 
that are useful for understanding the outcomes of the random variable. This approach 
was employed in developing the probability distribution of BankCorp’s EPS in Example 
1, as we now discuss.

EXAMPLE 2

BankCorp’s Earnings per Share, Part 2

The earnings of BankCorp are interest rate sensitive, benefiting from a declining 
interest rate environment. Suppose there is a 0.60 probability that BankCorp 
will operate in a declining interest rate environment in the current fiscal year 
and a 0.40 probability that it will operate in a stable interest rate environment 
(assessing the chance of an increasing interest rate environment as negligible). 
If a declining interest rate environment occurs, the probability that EPS will be 
USD2.60 is estimated at 0.25, and the probability that EPS will be USD2.45 is 
estimated at 0.75. Note that 0.60, the probability of declining interest rate envi-
ronment, times 0.25, the probability of USD2.60 EPS given a declining interest 
rate environment, equals 0.15, the (unconditional) probability of USD2.60 given 
in the table in Exhibit 1. The probabilities are consistent. Also, 0.60(0.75) = 0.45, 
the probability of USD2.45 EPS given in Exhibit 1. The probability tree diagram 
in Exhibit 2 shows the rest of the analysis.
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Exhibit 2: BankCorp’s Forecasted EPS
 

E(EPS) = $2.34

Prob. of declining

interest rates = 0.60 

Prob. of stable

interest rates = 0.40

EPS = $2.60 with

Prob = 0.150.25

0.75

0.60

0.40

EPS = $2.45 with

Prob = 0.45

EPS = $2.20 with

Prob = 0.24

EPS = $2.00 with

Prob = 0.16

A declining interest rate environment points us to the node of the tree that 
branches off into outcomes of USD2.60 and USD2.45. We can find expected 
EPS given a declining interest rate environment as follows, using Equation 6:

 E(EPS | declining interest rate environment) 
 = 0.25(USD2.60) + 0.75(USD2.45)

 = USD2.4875

If interest rates are stable,

 E(EPS | stable interest rate environment) = 0.60(USD2.20) + 0.40(USD2.00)

 = USD2.12

Once we have the new piece of information that interest rates are stable, for 
example, we revise our original expectation of EPS from USD2.34 downward to 
USD2.12. Now using the total probability rule for expected value,

   
E (EPS) 

  = E (EPS | declining interest rate environment) P(declining interest rate environment)        
  + E (EPS | stable interest rate environment) P(stable interest rate environment)

   

So, E(EPS) = USD2.4875(0.60) + USD2.12(0.40) = USD2.3405 or about 
USD2.34.

This amount is identical to the estimate of the expected value of EPS calcu-
lated directly from the probability distribution in Example 1. Just as our proba-
bilities must be consistent, so too must our expected values, unconditional and 
conditional, be consistent; otherwise, our investment actions may create profit 
opportunities for other investors at our expense.

To review, we first developed the factors or scenarios that influence the outcome 
of the event of interest. After assigning probabilities to these scenarios, we formed 
expectations conditioned on the different scenarios. Then we worked backward to 
formulate an expected value as of today. In the problem just worked, EPS was the 
event of interest, and the interest rate environment was the factor influencing EPS.

We can also calculate the variance of EPS given each scenario:
 σ2(EPS|declining interest rate environment)

 = P(USD2.60|declining interest rate environment)

 × [USD2.60 − E(EPS|declining interest rate environment)]2

 + P(USD2.45|declining interest rate environment)
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 × [USD2.45 − E(EPS|declining interest rate environment)]2

 = 0.25(USD2.60 − USD2.4875)2 + 0.75(USD2.45 − USD2.4875)2 = 0.004219

Similarly, σ2(EPS | stable interest rate environment) is found to be equal to
 = 0.60(USD2.20 − USD2.12)2 + 0.40(USD2.00 − USD2.12)2 = 0.0096

These are conditional variances, the variance of EPS given a declining interest rate 
environment and the variance of EPS given a stable interest rate environment. The 
relationship between unconditional variance and conditional variance is a relatively 
advanced topic. The main points are that (1) variance, like expected value, has a con-
ditional counterpart to the unconditional concept; and (2) we can use conditional 
variance to assess risk given a particular scenario.

EXAMPLE 3

BankCorp’s Earnings per Share, Part 3

Continuing with the BankCorp example, you focus now on BankCorp’s cost 
structure. One model, a simple linear regression model, you are researching for 
BankCorp’s operating costs is

    ̂  Y   = a + bX ,

where    ̂  Y    is a forecast of operating costs in millions of US dollars and X is 
the number of branch offices; and    ̂  Y    represents the expected value of Y given X, 
or E(Y | X). You interpret the intercept a as fixed costs and b as variable costs. 
You estimate the equation as follows:

    ̂  Y   = 12.5 + 0.65X .

BankCorp currently has 66 branch offices, and the equation estimates oper-
ating costs as 12.5 + 0.65(66) = USD55.4 million. You have two scenarios for 
growth, pictured in the tree diagram in Exhibit 3.

 

Exhibit 3: BankCorp’s Forecasted Operating Costs
 

Expected Op.

Costs = ?

High Growth

Probability = 0.80 

Low Growth

Probability = 0.20

Branches = 125

Op. Costs = ?

Prob = ?

Branches = 100

Op. Costs = ?

Prob = ?

Branches = 80

Op. Costs = ?

Prob = ?

Branches = 70

Op. Costs = ?

Prob = ?

0.50

0.50

0.85

0.15

1. Compute the forecasted operating costs given the different levels of oper-
ating costs, using    ̂  Y   = 12.5 + 0.65X . State the probability of each level of 
the number of branch offices. These are the answers to the questions in the 
terminal boxes of the tree diagram.
Solution:
Using    ̂  Y    = 12.5 + 0.65X, from top to bottom, we have

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 4 Probability Trees and Conditional Expectations140

 

Operating Costs Probability

   ̂  Y    = 12.5 + 0.65(125) = USD93.75 million 0.80(0.50) = 0.40

   ̂  Y    = 12.5 + 0.65(100) = USD77.50 million 0.80(0.50) = 0.40

   ̂  Y    = 12.5 + 0.65(80) = USD64.50 million 0.20(0.85) = 0.17

   ̂  Y    = 12.5 + 0.65(70) = USD58.00 million 0.20(0.15) = 0.03

Sum = 1.00
 

2. Compute the expected value of operating costs under the high growth 
scenario. Also calculate the expected value of operating costs under the low 
growth scenario.
Solution:
US dollar amounts are in millions.

 E(operating costs|high growth) = 0.50(USD93.75) + 0.50(USD77.50)

 = USD85.625

 E(operating costs|low growth) = 0.85(USD64.50) + 0.15(USD58.00)

 = USD63.525

3. Refer to the question in the initial box of the tree: What are BankCorp’s 
expected operating costs?
Solution:
US dollar amounts are in millions.

 E(operating costs) = E(operating costs|high growth)P(high growth)

 + E(operatingcosts|low growth)P(low growth)

 = 85.625(0.80) + 63.525(0.20) = 81.205

BankCorp’s expected operating costs are USD81.205 million.

In this section, we have treated random variables, such as EPS, as standalone 
quantities. We have not explored how descriptors, such as expected value and variance 
of EPS, may be functions of other random variables. Portfolio return is one random 
variable that is clearly a function of other random variables, the random returns on 
the individual securities in the portfolio. To analyze a portfolio’s expected return and 
variance of return, we must understand that these quantities are a function of char-
acteristics of the individual securities’ returns. Looking at the variance of portfolio 
return, we see that the way individual security returns move together or covary is key. 
We cover portfolio expected return, variance of return, and importantly, covariance 
and correlation in a separate learning module.

QUESTION SET

1. Suppose the prospects for recovering principal for a defaulted bond 
issue depend on which of two economic scenarios prevails. Scenario 1 has 
probability 0.75 and will result in recovery of USD0.90 per USD1 principal 
value with probability 0.45, or in recovery of USD0.80 per USD1 principal 
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value with probability 0.55. Scenario 2 has probability 0.25 and will result in 
recovery of USD0.50 per USD1 principal value with probability 0.85, or in 
recovery of USD0.40 per USD1 principal value with probability 0.15.

Using the data for Scenario 1 and Scenario 2, calculate the following:

A. Compute the expected recovery, given the first scenario.
B. Compute the expected recovery, given the second scenario.
C. Compute the expected recovery.
D. Graph the information in a probability tree diagram.
E. Compute the probability of each of the four possible recovery 

amounts: USD0.90, USD0.80, USD0.50, and USD0.40.
Solution:

A. Outcomes associated with Scenario 1: With a 0.45 probability of a 
USD0.90 recovery per USD1 principal value, given Scenario 1, and 
with the probability of Scenario 1 equal to 0.75, the probability of 
recovering USD0.90 is 0.45 (0.75) = 0.3375. By a similar calculation, 
the probability of recovering USD0.80 is 0.55(0.75) = 0.4125.
Outcomes associated with Scenario 2: With a 0.85 probability of a 
USD0.50 recovery per USD1 principal value, given Scenario 2, and 
with the probability of Scenario 2 equal to 0.25, the probability of 
recovering USD0.50 is 0.85(0.25) = 0.2125. By a similar calculation, the 
probability of recovering USD0.40 is 0.15(0.25) = 0.0375.

B. E(recovery | Scenario 1) = 0.45(USD0.90) + 0.55(USD0.80) = USD0.845
C. E(recovery | Scenario 2) = 0.85(USD0.50) + 0.15(USD0.40) = USD0.485
D. E(recovery) = 0.75(USD0.845) + 0.25(USD0.485) = USD0.755

Recovery = $0.755

Scenario 1,

Probability = 0.75

Scenario 2,

Probability = 0.25

Recovery = $0.90

Prob = 0.3375

Recovery = $0.80

Prob = 0.4125

Recovery = $0.50

Prob = 0.2125

Recovery = $0.40

Prob = 0.0375

0.45

0.55

0.85

0.15

Expected

BAYES' FORMULA AND UPDATING PROBABILITY 
ESTIMATES

calculate and interpret an updated probability in an investment 
setting using Bayes’ formula

A topic that is often useful in solving investment problems is Bayes’ formula: what 
probability theory has to say about learning from experience.

4
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Bayes’ Formula
When we make decisions involving investments, we often start with viewpoints based 
on our experience and knowledge. These viewpoints may be changed or confirmed by 
new knowledge and observations. Bayes’ formula is a rational method for adjusting 
our viewpoints as we confront new information. Bayes’ formula and related concepts 
are used in many business and investment decision-making contexts.

Bayes’ formula makes use of the total probability rule:

  P (A)  =  ∑ n     P (A ∩  B  n  )  . (7)

To review, that rule expresses the probability of an event as a weighted average of the 
probabilities of the event, given a set of scenarios. Bayes’ formula works in reverse; 
more precisely, it reverses the “given that” information. Bayes’ formula uses the 
occurrence of the event to infer the probability of the scenario generating it. For that 
reason, Bayes’ formula is sometimes called an inverse probability. In many applications, 
including those illustrating its use in this section, an individual is updating his/her 
beliefs concerning the causes that may have produced a new observation.

Bayes’ Formula. Given a set of prior probabilities for an event of interest, if you 
receive new information, the rule for updating your probability of the event is as follows:

 Updated probability of event given the new information

    =    
Probability of the new information given event

    ___________________________________    Unconditional probability of the new information   ×  Prior probability of event . 

In probability notation, this formula can be written concisely as follows:

  P (Event | Information)  =   
P (Information | Event) 

  ________________  P (Information)   P (Event)  . (8)

Consider the following example using frequencies—which may be more straightfor-
ward initially than probabilities—for illustrating and understanding Bayes’ formula. 
Assume a hypothetical large-cap stock index has 500 member firms, of which 100 are 
technology firms, and 60 of these had returns of >10 percent, and 40 had returns of 
≤10 percent. Of the 400 non-technology firms in the index, 100 had returns of >10 
percent, and 300 had returns of ≤10 percent. The tree map in Exhibit 4 is useful for 
visualizing this example, which is summarized in the table in Exhibit 5.
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Exhibit 4: Tree Map for Visualizing Bayes’ Formula Using Frequencies

P (Tech | R > 10%) = 60/(60+100)

All Firms

Non-Tech FirmsTech Firms

Return > 10 %

Return > 10 %

Return ≤ 10%

Return ≤ 10%

100 400

500

4060 300100

Exhibit 5: Summary of Returns for Tech and Non-Tech Firms in Hypothetical 
Large-Cap Equity Index

Rate of Return (R)

Type of Firm in Stock Index

TotalNon-Tech Tech

R >10% 100 60 160
R ≤10% 300 40 340
Total 400 100 500

What is the probability a firm is a tech firm given that it has a return of >10 percent 
or P(tech | R > 10%)? Looking at the frequencies in the tree map and in the table, we 
can see many empirical probabilities, such as the following:

 ■ P(tech) = 100 / 500 = 0.20,
 ■ P(non-tech) = 400 / 500 = 0.80,
 ■ P(R > 10% | tech) = 60 / 100 = 0.60,
 ■ P(R > 10% | non-tech) = 100 / 400 = 0.25,
 ■ P(R > 10%) = 160 / 500 = 0.32, and, finally,
 ■ P(tech | R > 10%) = 60/ 160 = 0.375.

This probability is the answer to our initial question.
Without looking at frequencies, let us use Bayes’ formula to find the probability 

that a firm has a return of >10 percent and then the probability that a firm with a 
return of >10 percent is a tech firm, P(tech | R > 10%). First,

 P(R > 10%) 
 = P(R > 10% | tech) × P(tech) + P(R > 10% | non-tech) × P(non-tech)
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 = 0.60 × 0.20 + 0.25 × 0.80 = 0.32.

Now we can implement the Bayes’ formula answer to our question:

  P (tech|R > 10%)  =   
P (R > 10 % |tech)  × P (tech) 

  ____________________  P (R > 10%)    =   0.60 × 0.20 _ 0.32   = 0.375 .

The probability that a firm with a return of >10 percent is a tech firm is 0.375, which is 
impressive because the probability that a firm is a tech firm (from the whole sample) 
is only 0.20. In sum, it can be readily seen from the tree map and the underlying fre-
quency data (Exhibit 4 and 5, respectively) or from the probabilities in Bayes’ formula 
that 160 firms have R >10 percent, and 60 of them are tech firms, so

 P(tech | R > 10%) = 60/160 = 0.375.

Users of Bayesian statistics do not consider probabilities (or likelihoods) to be known 
with certainty but believe that these should be subject to modification whenever new 
information becomes available. Our beliefs or probabilities are continually updated 
as new information arrives over time.

To further illustrate Bayes’ formula, we work through an investment example that 
can be adapted to any actual problem. Suppose you are an investor in the stock of 
DriveMed, Inc. Positive earnings surprises relative to consensus EPS estimates often 
result in positive stock returns, and negative surprises often have the opposite effect. 
DriveMed is preparing to release last quarter’s EPS result, and you are interested in 
which of these three events happened: last quarter’s EPS exceeded the consensus EPS 
estimate, last quarter’s EPS exactly met the consensus EPS estimate, or last quarter’s 
EPS fell short of the consensus EPS estimate. This list of the alternatives is mutually 
exclusive and exhaustive.

On the basis of your own research, you write down the following prior probabil-
ities (or priors, for short) concerning these three events:

 ■ P(EPS exceeded consensus) = 0.45
 ■ P(EPS met consensus) = 0.30
 ■ P(EPS fell short of consensus) = 0.25

These probabilities are “prior” in the sense that they reflect only what you know 
now, before the arrival of any new information.

The next day, DriveMed announces that it is expanding factory capacity in Singapore 
and Ireland to meet increased sales demand. You assess this new information. The 
decision to expand capacity relates not only to current demand but probably also to 
the prior quarter’s sales demand. You know that sales demand is positively related to 
EPS. So now it appears more likely that last quarter’s EPS will exceed the consensus.

The question you have is, “In light of the new information, what is the updated 
probability that the prior quarter’s EPS exceeded the consensus estimate?”

Bayes’ formula provides a rational method for accomplishing this updating. We 
can abbreviate the new information as DriveMed expands. The first step in applying 
Bayes’ formula is to calculate the probability of the new information (here: DriveMed 
expands), given a list of events or scenarios that may have generated it. The list of 
events should cover all possibilities, as it does here. Formulating these conditional 
probabilities is the key step in the updating process. Suppose your view, based on 
research of DriveMed and its industry, is

 P(DriveMed expands | EPS exceeded consensus) = 0.75

 P(DriveMed expands | EPS met consensus) = 0.20

 P(DriveMed expands | EPS fell short of consensus) = 0.05

Conditional probabilities of an observation (here: DriveMed expands) are sometimes 
referred to as likelihoods. Again, likelihoods are required for updating the probability.
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Next, you combine these conditional probabilities or likelihoods with your prior 
probabilities to get the unconditional probability for DriveMed expanding, P(DriveMed 
expands), as follows:

 P(DriveMed expands)

 = P(DriveMed expands|EPS exceeded consensus) × P(EPS exceeded consensus)

 + P(DriveMed expands|EPS met consensus) × P(EPS met consensus)

 +P(DriveMed expands|EPS fell short of consensus) × P(EPS fell short of 
consensus)

 = 0.75(0.45) + 0.20(0.30) + 0.05(0.25) = 0.41, or 41%.

This is the total probability rule in action. Now you can answer your question by 
applying Bayes’ formula, Equation 8:

 P(EPS" " exceeded" " consensus│DriveMed" " expands)

  =   
P (DriveMed expands|EPS exceeded consensus) 

    _________________________________   P (DriveMed expands)   P (EPS exceeded consensus)  

 =(0.75/0.41)(0.45)=1.829268(0.45) 

 =0.823171

Before DriveMed’s announcement, you thought the probability that DriveMed would 
beat consensus expectations was 45 percent. On the basis of your interpretation of 
the announcement, you update that probability to 82.3 percent. This updated proba-
bility is called your posterior probability because it reflects or comes after the new 
information.

The Bayes’ calculation takes the prior probability, which was 45 percent, and 
multiplies it by a ratio—the first term on the right-hand side of the equal sign. The 
denominator of the ratio is the probability that DriveMed expands, as you view it 
without considering (conditioning on) anything else. Therefore, this probability is 
unconditional. The numerator is the probability that DriveMed expands, if last quar-
ter’s EPS actually exceeded the consensus estimate. This last probability is larger than 
unconditional probability in the denominator, so the ratio (1.83 roughly) is greater than 
1. As a result, your updated or posterior probability is larger than your prior proba-
bility. Thus, the ratio reflects the impact of the new information on your prior beliefs.

EXAMPLE 4

Inferring Whether DriveMed’s EPS Met Consensus EPS

You are still an investor in DriveMed stock. To review the givens, your prior 
probabilities are P(EPS exceeded consensus) = 0.45, P(EPS met consensus) = 0.30, 
and P(EPS fell short of consensus) = 0.25. You also have the following conditional 
probabilities:

 P(DriveMed expands | EPS exceeded consensus) = 0.75

 P(DriveMed expands | EPS met consensus) = 0.20

 P(DriveMed expands | EPS fell short of consensus) = 0.05
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1. What is your estimate of the probability P(EPS exceeded consensus | 
DriveMed expands)?

Recall that you updated your probability that last quarter’s EPS exceeded the 
consensus estimate from 45 percent to 82.3 percent after DriveMed an-
nounced it would expand. Now you want to update your other priors.

Update your prior probability that DriveMed’s EPS met consensus.
Solution:
The probability is P(EPS met consensus | DriveMed expands) =

    
P (DriveMed expands|EPS met consensus) 

   _____________________________   P (DriveMed expands)   P (EPS met consensus)  

The probability P(DriveMed expands) is found by taking each of the 
three conditional probabilities in the statement of the problem, such as 
P(DriveMed expands | EPS exceeded consensus); multiplying each one by the 
prior probability of the conditioning event, such as P(EPS exceeded con-
sensus); and then adding the three products. The calculation is unchanged 
from the problem in the text above: P(DriveMed expands) = 0.75(0.45) + 
0.20(0.30) + 0.05(0.25) = 0.41, or 41 percent. The other probabilities needed, 
P(DriveMed expands | EPS met consensus) = 0.20 and P(EPS met consensus) 
= 0.30, are givens. So

 P(EPS met consensus | DriveMed expands)

 = [P(DriveMed expands | EPS met consensus)/P(DriveMed expands)]P(EPS 
met consensus)

 = (0.20/0.41)(0.30) = 0.487805(0.30) = 0.146341

After taking account of the announcement on expansion, your updated 
probability that last quarter’s EPS for DriveMed just met consensus is 14.6 
percent compared with your prior probability of 30 percent.

2. Update your prior probability that DriveMed’s EPS fell short of consensus.
Solution:
P(DriveMed expands) was already calculated as 41 percent. Recall that 
P(DriveMed expands | EPS fell short of consensus) = 0.05 and P(EPS fell short 
of consensus) = 0.25 are givens.

 P(EPS fell short of consensus|DriveMed expands)

 = [P(DriveMed expands|EPS fell short of consensus)/

 P(DriveMed expands)]P(EPS fell short of consensus)

 = (0.05/0.41)(0.25) = 0.121951(0.25) = 0.030488

As a result of the announcement, you have revised your probability that 
DriveMed’s EPS fell short of consensus from 25 percent (your prior proba-
bility) to 3 percent.
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3. Show that the three updated probabilities sum to 1. (Carry each probability 
to four decimal places.)
Solution:
The sum of the three updated probabilities is

 P(EPS exceeded consensus|DriveMed expands) + P(EPS met consen-
sus|DriveMed expands) + P(EPS fell short of consensus|DriveMed expands)

 = 0.8232 + 0.1463 + 0.0305 = 1.000

The three events (EPS exceeded consensus, EPS met consensus, and EPS 
fell short of consensus) are mutually exclusive and exhaustive: One of these 
events or statements must be true, so the conditional probabilities must sum 
to 1. Whether we are talking about conditional or unconditional probabil-
ities, whenever we have a complete set of distinct possible events or out-
comes, the probabilities must sum to 1. This calculation serves to check your 
work.

4. Suppose, because of lack of prior beliefs about whether DriveMed would 
meet consensus, you updated on the basis of prior probabilities that all three 
possibilities were equally likely: P(EPS exceeded consensus) = P(EPS met 
consensus) = P(EPS fell short of consensus) = 1/3.
Solution:
Using the probabilities given in the question,

 P(DriveMed expands)

 = P(DriveMed expands|EPS exceeded consensus)P(EPS exceeded consensus) + 
P(DriveMed expands|EPS met consensus)P(EPS met consensus) + P(DriveMed 
expands|EPS fell short of consensus)P(EPS fell short of consensus)

 = 0.75(1/3) + 0.20(1/3) + 0.05(1/3) = 1/3

Not surprisingly, the probability of DriveMed expanding is one-third (1/3) 
because the decision maker has no prior beliefs or views regarding how well 
EPS performed relative to the consensus estimate.
Now we can use Bayes’ formula to find P(EPS exceeded consensus | 
DriveMed expands) = [P(DriveMed expands | EPS exceeded consen-
sus)/P(DriveMed expands)] P(EPS exceeded consensus) = [(0.75/(1/3)]
(1/3) = 0.75, or 75 percent. This probability is identical to your estimate of 
P(DriveMed expands | EPS exceeded consensus).
When the prior probabilities are equal, the probability of information given 
an event equals the probability of the event given the information. When 
a decision maker has equal prior probabilities (called diffuse priors), the 
probability of an event is determined by the information.

QUESTION SET

The following example shows how Bayes’ formula is used in credit 
granting in cases in which the probability of payment given credit 
information is higher than the probability of payment without the information.

1. Jake Bronson is predicting the probability that consumer finance applicants 
granted credit will repay in a timely manner (i.e., their accounts will not 
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become “past due”). Using Bayes’ formula, he has structured the problem as 
follows:

  P (Event | Information)  =   
P (Information | Event) 

  ________________  P (Information)   P (Event)  ,

where the event (A) is “timely repayment” and the information (B) is having 
a “good credit report.”

Bronson estimates that the unconditional probability of receiving timely 
payment, P(A), is 0.90 and that the unconditional probability of having a 
good credit report, P(B), is 0.80. The probability of having a good credit 
report given that borrowers paid on time, P(B | A), is 0.85.

What is the probability that applicants with good credit reports will repay in 
a timely manner?

A. 0.720
B. 0.944
C. 0.956

Solution:
The correct answer is C. The probability of timely repayment given a good 
credit report, P(A | B), is

  P (A|B)  =   
P (B|A) 

 _ P (B)   P (A)  =   0.85 _ 0.80   × 0.90 = 0.956 

2. You have developed a set of criteria for evaluating distressed credits. Com-
panies that do not receive a passing score are classed as likely to go bankrupt 
within 12 months. You gathered the following information when validating 
the criteria:

 ■ Forty percent of the companies to which the test is administered will 
go bankrupt within 12 months: P(non-survivor) = 0.40.

 ■ Fifty-five percent of the companies to which the test is administered 
pass it: P(pass test) = 0.55.

 ■ The probability that a company will pass the test given that it will sub-
sequently survive 12 months, is 0.85: P(pass test | survivor) = 0.85.

Using the information validating your criteria, calculate the following:

A. What is P(pass test | non-survivor)?
B. Using Bayes’ formula, calculate the probability that a company is a 

survivor, given that it passes the test; that is, calculate P(survivor | pass 
test).

C. What is the probability that a company is a non-survivor, given that it 
fails the test?

D. Is the test effective?
Solution:
A. We can set up the equation using the total probability rule:

 P(pass test) = P(pass test|survivor)P(survivor)
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 + P (pass test|non-survivor)P(non-survivor)

We know that P(survivor) = 1 – P(non-survivor) = 1 – 0.40 = 0.60. Therefore, 
P(pass test) = 0.55 = 0.85(0.60) + P(pass test | non-survivor)(0.40).
Thus, P(pass test | non-survivor) = [0.55 – 0.85(0.60)]/0.40 = 0.10.
B. We can calculate the probability that a company is a survivor as follows:

   
P (survivor|pass test)  =  [P (pass test|survivor)  / P (pass test) ] P (survivor) 

       
=  (0.85 / 0.55) 0.60 = 0.927273

   

The information that a company passes the test causes you to update your 
probability that it is a survivor from 0.60 to approximately 0.927.
C. According to Bayes’ formula, P(non-survivor | fail test) = [P(-
fail test | non-survivor)/ P(fail test)]P(non-survivor) = [P(fail test | 
non-survivor)/0.45]0.40.
We can set up the following equation to obtain P(fail test | non-survivor):

   
P (fail test)  = P (fail test|non − survivor) P (non − survivor) 

      + P (fail test|survivor) P (survivor)     
0.45 = P (fail test|non − survivor) 0.40 + 0.15 (0.60) 

   

where P(fail test | survivor) = 1 − P(pass test | survivor) = 1 − 0.85 = 0.15. So, 
P(fail test | non-survivor) = [0.45 − 0.15(0.60)]/0.40 = 0.90.
Using this result with the previous formula, we find P(non-survivor | fail 
test) = [0.90/0.45]0.40 = 0.80. Seeing that a company fails the test causes us 
to update the probability that it is a non-survivor from 0.40 to 0.80.
D. A company passing the test greatly increases our confidence that it is 
a survivor. A company failing the test doubles the probability that it is a 
non-survivor. Therefore, the test appears to be useful.

3. An analyst estimates that 20 percent of high-risk bonds will fail (go bank-
rupt). If she applies a bankruptcy prediction model, she finds that 70 percent 
of the bonds will receive a “good” rating, implying that they are less likely 
to fail. Of the bonds that failed, only 50 percent had a “good” rating. Using 
Bayes’ formula, what is the predicted probability of failure given a “good” 
rating? (Hint, let P(A) be the probability of failure, P(B) be the probability 
of a “good” rating, P(B | A) be the likelihood of a “good” rating given failure, 
and P(A | B) be the likelihood of failure given a “good” rating.)

A. 5.7 percent
B. 14.3 percent
C. 28.6 percent

Solution:
B is correct. With Bayes’ formula, the probability of failure given a “good” 
rating is

  P (A|B)  =   
P (B|A) 

 _ P (B)   P (A)  

where

P(A) = 0.20 = probability of failure

P(B) = 0.70 = probability of a “good” rating

P(B | A) = 0.50 = probability of a “good” rating given failure

With these estimates, the probability of failure given a “good” rating is
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  P (A|B)  =   
P (B|A) 

 _ P (B)   P (A)  =   0.50 _ 0.70   × 0.20 = 0.143 

If the analyst uses the bankruptcy prediction model as a guide, the probabil-
ity of failure declines from 20 percent to 14.3 percent.

4. In a typical year, 5 percent of all CEOs are fired for “performance” reasons. 
Assume that CEO performance is judged according to stock performance 
and that 50 percent of stocks have above-average returns or “good” perfor-
mance. Empirically, 30 percent of all CEOs who were fired had “good” per-
formance. Using Bayes’ formula, what is the probability that a CEO will be 
fired given “good” performance? (Hint, let P(A) be the probability of a CEO 
being fired, P(B) be the probability of a “good” performance rating, P(B | A) 
be the likelihood of a “good” performance rating given that the CEO was 
fired, and P(A | B) be the likelihood of the CEO being fired given a “good” 
performance rating.)

A. 1.5 percent
B. 2.5 percent
C. 3.0 percent

Solution:
C is correct. With Bayes’ formula, the probability of the CEO being fired 
given a “good” rating is

  P (A|B)  =   
P (B|A) 

 _ P (B)   P (A)  

where

P(A) = 0.05 = probability of the CEO being fired

P(B) = 0.50 = probability of a “good” rating

P(B | A) = 0.30 = probability of a “good” rating given that the CEO is fired

With these estimates, the probability of the CEO being fired given a “good” 
rating is

  P (A|B)  =   
P (B|A) 

 _ P (B)   P (A)  =   0.30 _ 0.50   × 0.05 = 0.03 

Although 5 percent of all CEOs are fired, the probability of being fired given 
a “good” performance rating is 3 percent.
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PRACTICE PROBLEMS

1. An analyst developed two scenarios with respect to the recovery of USD100,000 
principal from defaulted loans:

Scenario
Probability of 
Scenario (%)

Amount Recovered 
(USD)

Probability of Amount 
(%)

1 40 50,000 60
30,000 40

2 60 80,000 90
60,000 10

The amount of the expected recovery is closest to which of the following?

A. USD36,400.

B. USD55,000.

C. USD63,600.

2. The probability distribution for a company’s sales is:

Probability Sales (USD, millions)

0.05 70
0.70 40
0.25 25

The standard deviation of sales is closest to which of the following?

A. USD9.81 million.

B. USD12.20 million.

C. USD32.40 million.
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SOLUTIONS

1. C is correct. If Scenario 1 occurs, the expected recovery is 60% (USD50,000) 
+ 40% (USD30,000) = USD42,000, and if Scenario 2 occurs, the expected re-
covery is 90% (USD80,000) + 10% (USD60,000) = USD78,000. Weighting by 
the probability of each scenario, the expected recovery is 40% (USD42,000) + 
60% (USD78,000) = USD63,600. Alternatively, first calculating the probability 
of each amount occurring, the expected recovery is (40%)(60%)(USD50,000) + 
(40%)(40%)(USD30,000) + (60%)(90%)(USD80,000) + (60%)(10%)(USD60,000) = 
USD63,600.

2. A is correct. The analyst must first calculate expected sales as 0.05 × USD70 + 
0.70 × USD40 + 0.25 × USD25 = USD3.50 million + USD28.00 million + USD6.25 
million = USD37.75 million.
After calculating expected sales, we can calculate the variance of sales:

 σ2 (Sales) 
 = P(USD70)[USD70 – E(Sales)]2 + P(USD40)[USD40 – E(Sales)]2 + P(USD25)
[USD25 – E(Sales)]2

 = 0.05(USD70 – 37.75)2 + 0.70(USD40 – 37.75)2 + 0.25(USD25 – 37.75)2

 = USD52.00 million + USD3.54 million + USD40.64 million 
 = USD96.18 million.

The standard deviation of sales is thus σ = (USD96.18)1/2 = USD9.81 million.
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LEARNING OUTCOMES
Mastery The candidate should be able to:

calculate and interpret the expected value, variance, standard 
deviation, covariances, and correlations of portfolio returns
calculate and interpret the covariance and correlation of portfolio 
returns using a joint probability function for returns
define shortfall risk, calculate the safety-first ratio, and identify an 
optimal portfolio using Roy’s safety-first criterion

INTRODUCTION

Modern portfolio theory makes frequent use of the idea that investment opportunities 
can be evaluated using expected return as a measure of reward and variance of return 
as a measure of risk. In Lesson 1, we will develop an understanding of portfolio return 
and risk metrics. The forecast expected return and variance of return are functions 
of the returns on the individual portfolio holdings. To begin, the expected return 
on a portfolio is a weighted average of the expected returns on the securities in the 
portfolio. When we have estimated the expected returns on the individual securities, 
we immediately have portfolio expected return. Lesson 2 focuses on forecasting 
certain portfolio metrics, such as correlations and covariances by looking at the risk 
and return on the individual components of a portfolio. Lesson 3 introduces various 
portfolio risk metrics widely used in portfolio management.

1

L E A R N I N G  M O D U L E

5
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LEARNING MODULE OVERVIEW

 ■ A portfolio’s variance measures its expected investment risk 
and is defined as σ2(Rp) = E{[RpE(Rp)]2}. A portfolio’s expected 
return (E(Rp)) is a weighted average of the expected returns (R1 to Rn) 
on the component securities using their respective proportions of the 
portfolio in currency units as weights (w1 to wn):

   
E ( R  p  )  = E ( w  1    R  1   +  w  2    R  2   + … +  w  n    R  n  ) 

     
=  w  1   E ( R  1  )  +  w  2   E ( R  2  )  + … +  w  n   E ( R  n  ) 

   

 ■ Portfolio variance is affected by both the risk of the individual com-
ponent assets and their combined risks together as measured by their 
covariance, which is defined as

   σ   2  ( R  p  )  =  ∑ 
i=1

  
n
    ∑ j=1  

n
    w  i    w  j   Cov ( R  i  ,  R  j  )  .  

 ■ Covariance of returns can be negative (an average negative rela-
tionship between returns), zero if returns on the assets are unre-
lated, or positive (an average positive relationship between returns). 
Correlation, like covariance, measures linear association and ranges 
between –1 (strongly inverse) to +1 (strongly direct), with 0 indicating 
no relationship.

 ■ The covariance of portfolio returns can be estimated using a joint 
probability function of random variables. Defined on variables X and 
Y, as P(X,Y), which gives the probability of joint occurrences of their 
values. For example, P(X=3, Y=2), is the probability X equals 3 and Y 
equals 2.

 ■ A formula for computing the covariance between random variables RA 
and RB, such as the different assets of a portfolio, is

  Cov ( R  A  ,  R  B  )  =  ∑ 
i
  

 
    ∑ j  

 
   P ( R  A,i  ,  R  B,j  )  ( R  A,i   − E  R  A  )  ( R  B,j   − E  R  B  )  .  

The value is derived by summing all possible deviation cross-products 
weighted by the appropriate joint probability.

 ■ The joint probability function simplifies for independent variables, 
defined for two random variables X and Y if and only if P(X,Y) = P(X)
P(Y). The expected value of the product of both independent and 
uncorrelated random variables is the product of their expected values.

 ■ An application of normal distribution theory to practical investment 
problems involves safety-first rules. These focus on reducing the short-
fall risk, defined as portfolio value (or portfolio return) falling below 
some minimum acceptable level over some time horizon,

 ■ The safety-first ratio is defined as (SFRatio = [E(RP) − RL]/σP, where 
E(RP) is expected portfolio return, RL is a predetermined minimum 
threshold level for a variable of interest like portfolio return, and σP is 
portfolio standard deviation. When RL is the risk-free rate, the safe-
ty-first ratio is equivalent to the Sharpe ratio.

 ■ Roy’s safety-first criterion states that the optimal portfolio minimizes 
the probability that portfolio return, RP, will fall below RL. For a 
portfolio with a given safety-first ratio (SFratio), the probability that 

© CFA Institute. For candidate use only. Not for distribution.



Portfolio Expected Return and Variance of Return 155

its return will be less than RL is Normal(–SFRatio), and the safety-first 
optimal portfolio has the lowest such probability. The criterion is 
implemented by first calculating each potential portfolio’s SFRatio and 
then choosing the portfolio with the highest SFRatio.

PORTFOLIO EXPECTED RETURN AND VARIANCE OF 
RETURN

calculate and interpret the expected value, variance, standard 
deviation, covariances, and correlations of portfolio returns

The expected return on the portfolio (E(Rp)) is a weighted average of the expected 
returns (R1 to Rn) on the component securities using their respective proportions of 
the portfolio in currency units as weights (w1 to wn):

   
E ( R  p  )  = E ( w  1    R  1   +  w  2    R  2   + … +  w  n    R  n  ) 

     
=  w  1   E ( R  1  )  +  w  2   E ( R  2  )  + … +  w  n   E ( R  n  ) 

   . (1)

Suppose we have estimated expected returns on assets in the three-asset portfolio 
shown in Exhibit 1.

Exhibit 1: Weights and Expected Returns of Sample Portfolio

Asset Class Weight Expected Return (%)

S&P 500 0.50 13
US long-term corporate bonds 0.25 6
MSCI EAFE 0.25 15

We calculate the expected return on the portfolio as 11.75 percent:

   
E ( R  p  )  =  w  1   E ( R  1  )  +  w  2   E ( R  2  )  +  w  3   E ( R  3  ) 

     
= 0.50 (13%)  + 0.25 (6%)  + 0.25 (15%)  = 11.75%

  .

Here we are interested in portfolio variance of return as a measure of investment 
risk. Accordingly, portfolio variance is as follows:

 σ2(Rp) = E{[RpE(Rp)]2}. (2)

This is expected variance or variance in a forward-looking sense. To implement this 
definition of portfolio variance, we use information about the individual assets in the 
portfolio, but we also need the concept of covariance. To avoid notational clutter, we 
write ERp for E(Rp).

Covariance
Given two random variables Ri and Rj, the covariance between Ri and Rj is as follows:

 Cov(Ri,Rj) = E[(Ri − ERi)(Rj − ERj)]. (3)

2
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Alternative notations are σ(Ri,Rj) and σij. Equation 3 states that the covariance between 
two random variables is the probability-weighted average of the cross-products of 
each random variable’s deviation from its own expected value. The previous measure 
is the population covariance and is forward-looking. The sample covariance between 
two random variables Ri and Rj, based on a sample of past data of size n is as follows:

  Cov ( R  i  ,  R  j  )  =   ∑ 
n=1

  
n
    ( R  i,t  ,    

_
 R    i  )  ( R  j,t   − E    

_
 R    j  )  ⧸ (n − 1)   . (4)

Start with the definition of variance for a three-asset portfolio and see how it decom-
poses into three variance terms and six covariance terms. Dispensing with the deri-
vation, the result is Equation 5:

   

 σ   2  ( R  p  )  = E [  ( R  p   − E  R  p  )    2 ] 

    = E {  [ w  1    R  1   +  w  2    R  2   +  w  3    R  3   − E ( w  1    R  1   +  w  2    R  2   +  w  3    R  3  ) ]    2 }       

= E {  [ w  1    R  1   +  w  2    R  2   +  w  3    R  3   −  w  1   E  R  1   −  w  2   E  R  2   −  w  3   E  R  3  ]    2 } .

   (5)

   

=  w  1  2   σ   2  ( R  1  )  +  w  1    w  2   Cov ( R  1  ,  R  2  )  +  w  1    w  3   Cov ( R  1  ,  R  3  ) 
      +  w  1    w  2   Cov ( R  1  ,  R  2  )  +  w  2  2   σ   2  ( R  2  )  +  w  2    w  3   Cov ( R  2  ,  R  3  )       

+  w  1    w  3   Cov ( R  1  ,  R  3  )  +  w  2    w  3   Cov ( R  2  ,  R  3  )  +  w  2  3   σ   2  ( R  3  ) .
  

Noting that the order of variables in covariance does not matter, for example, Cov(R2,R1) 
= Cov(R1,R2), and that diagonal variance terms σ2(R1), σ2(R2), and σ2(R3) can be 
expressed as Cov(R1,R1), Cov(R2,R2), and Cov(R3,R3), respectively, the most compact 
way to state Equation 5 is 

   σ   2  ( R  p  )  =  ∑ 
i=1

  
3
    ∑ j=1  

3
    w  i    w  j   Cov ( R  i  ,  R  j  )  .  

Moreover, this expression generalizes for a portfolio of any size n to

   σ   2  ( R  p  )  =  ∑ 
i=1

  
n
    ∑ j=1  

n
    w  i    w  j   Cov ( R  i  ,  R  j  )  .   (6)

Equation 6 shows that individual variances of return constitute part, but not all, of 
portfolio variance. The three variances are outnumbered by the six covariance terms 
off the diagonal. If there are 20 assets, there are 20 variance terms and 20(20) − 20 = 
380 off-diagonal covariance terms. A first observation is that as the number of holdings 
increases, covariance becomes increasingly important, all else equal.

The covariance terms capture how the co-movements of returns affect aggregate 
portfolio variance. From the definition of covariance, we can establish two essential 
observations about covariance.

1. We can interpret the sign of covariance as follows:

 ● Covariance of returns is negative if, when the return on one asset is 
above its expected value, the return on the other asset tends to be below 
its expected value (an average inverse relationship between returns).

 ● Covariance of returns is 0 if returns on the assets are unrelated.

Covariance of returns is positive when the returns on both assets tend to 
be on the same side (above or below) their expected values at the same 
time (an average positive relationship between returns). The covariance of a 
random variable with itself (own covariance) is its own variance: Cov(R,R) = 
E{[RE(R)][RE(R)]} = E{[RE(R)]2} = σ2(R).
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Exhibit 2 summarizes the inputs for portfolio expected return (Panel A) and 
variance of return (Panel B). A complete list of the covariances constitutes all the 
statistical data needed to compute portfolio variance of return as shown in the cova-
riance matrix in Panel B.

Exhibit 2: Inputs to Portfolio Expected Return and Variance

A. Inputs to Portfolio Expected Return

Asset A B C

  E(RA) E(RB) E(RC)

B. Covariance Matrix: The Inputs to Portfolio Variance of Return

Asset A B C

A Cov(RARA,RARA) Cov(RA,RB) Cov(RA,RC)
B Cov(RB,RA) Cov(RBRB,RBRB) Cov(RB,RC)
C Cov(RC,RA) Cov(RC,RB) Cov(RCRC,RCRC)

With three assets, the covariance matrix has 32 = 3 × 3 = 9 entries, but the 
diagonal terms, the variances (bolded in Exhibit 2), are treated separately from 
the off-diagonal terms. So, there are 9 − 3 = 6 covariances, excluding variances. 
But Cov(RB,RA) = Cov(RA,RB), Cov(RC,RA) = Cov(RA,RC), and Cov(RC,RB) = 
Cov(RB,RC). The covariance matrix below the diagonal is the mirror image of 
the covariance matrix above the diagonal, so you only need to use one (i.e., 
either below or above the diagonal). As a result, there are only 6/2 = 3 distinct 
covariance terms to estimate. In general, for n securities, there are n(n − 1)/2 
distinct covariances and n variances to estimate.

Suppose we have the covariance matrix shown in Exhibit 3 with returns expressed 
as a percentage. The table entries are shown as return percentages squared (%2). The 
terms 38%2 and 400%2 are 0.0038 and 0.0400, respectively, stated as decimals; the 
correct usage of percents and decimals leads to identical answers.

Exhibit 3: Covariance Matrix

  S&P 500
US Long-Term 

Corporate Bonds MSCI EAFE

S&P 500 400 45 189
US long-term corporate bonds 45 81 38
MSCI EAFE 189 38 441

Taking Equation 5 and grouping variance terms together produces the following:

   

 σ   2  ( R  p  )  =  w  1  2   σ   2  ( R  1  )  +  w  2  2   σ   2  ( R  2  )  +  w  2  3   σ   2  ( R  3  )  + 2  w  1    w  2   Cov ( R  1  ,  R  2  ) 

       

+ 2  w  1    w  3   Cov ( R  1  ,  R  3  )  + 2  w  2    w  3   Cov ( R  2  ,  R  3  ) 
     =   (0.50)    2  (400)  +   (0.25)    2  (81)  +   (0.25)    2  (441)      

+ 2 (0.50)  (0.25)  (45)  + 2 (0.50)  (0.25)  (189) 
     

+ 2 (0.25)  (0.25)  (38) 

   

= 100 + 5.0625 + 27.5625 + 11.25 + 47.25 + 4.75 = 195.875.
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The variance is 195.875. Standard deviation of return is 195.8751/2 = 14%. To 
summarize, the portfolio has an expected annual return of 11.75 percent and a 
standard deviation of return of 14 percent.

Looking at the first three terms in the calculation above, their sum (100 
+ 5.0625 + 27.5625) is 132.625, the contribution of the individual variances 
to portfolio variance. If the returns on the three assets were independent, 
covariances would be 0 and the standard deviation of portfolio return would 
be 132.6251/2 = 11.52 percent as compared to 14 percent before, so a less risky 
portfolio. If the covariance terms were negative, then a negative number would 
be added to 132.625, so portfolio variance and risk would be even smaller, while 
expected return would not change. For the same expected portfolio return, the 
portfolio has less risk. This risk reduction is a diversification benefit, meaning 
a risk-reduction benefit from holding a portfolio of assets. The diversification 
benefit increases with decreasing covariance. This observation is a key insight 
of modern portfolio theory. This insight is even more intuitively stated when 
we can use the concept of correlation.

Correlation
The correlation between two random variables, Ri and Rj, is defined as follows:

 ρ(Ri,Rj) = Cov(Ri,Rj)/[σ(Ri)σ(Rj)]. (7)

 Alternative notations are Corr(Ri,Rj) and ρij.

The above definition of correlation is forward-looking because it involves dividing the 
forward-looking covariance by the product of forward-looking standard deviations. 
Frequently, covariance is substituted out using the relationship Cov(Ri,Rj) = ρ(Ri,Rj)
σ(Ri)σ(Rj). Like covariance, the correlation coefficient is a measure of linear association. 
However, the division in the definition makes correlation a pure number (without a 
unit of measurement) and places bounds on its largest and smallest possible values, 
which are +1 and –1, respectively.

If two variables have a strong positive linear relation, then their correlation will be 
close to +1. If two variables have a strong negative linear relation, then their correlation 
will be close to –1. If two variables have a weak linear relation, then their correlation 
will be close to 0. Using the previous definition, we can state a correlation matrix from 
data in the covariance matrix alone. Exhibit 4 shows the correlation matrix.

Exhibit 4: Correlation Matrix of Returns

  S&P 500
US Long-Term 

Corporate Bonds
MSCI EAFE

S&P 500 1.00 0.25 0.45
US long-term corporate bonds 0.25 1.00 0.20
MSCI EAFE 0.45 0.20 1.00

For example, from Exhibit 3, we know the covariance between long-term bonds 
and MSCI EAFE is 38. The standard deviation of long-term bond returns is 811/2 
= 9 percent, that of MSCI EAFE returns is 4411/2 = 21 percent, from diagonal 
terms in Exhibit 3. The correlation ρ(Rlong-term bonds, REAFE) is 38/[(9%)(21%)] 
= 0.201, rounded to 0.20. The correlation of the S&P 500 with itself equals 1: 
The calculation is its own covariance divided by its standard deviation squared.
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EXAMPLE 1

Portfolio Expected Return and Variance of Return with 
Varying Portfolio Weights

Anna Cintara is constructing different portfolios from the following two stocks:
 

Exhibit 5: Description of Two-Stock Portfolio
 

 

Stock 1 Stock 2

Expected return 4% 8%
Standard deviation 6% 15%
Current portfolio weights 0.40 0.60
Correlation between returns 0.30

 

1. Calculate the covariance between the returns on the two stocks.
Solution:
The correlation between two stock returns is ρ(Ri,Rj) = Cov(Ri,Rj)/[σ(Ri) 
σ(Rj)], so the covariance is Cov(Ri,Rj) = ρ(Ri,Rj) σ(Ri) σ(Rj). For these two 
stocks, the covariance is Cov(R1,R2) = ρ(R1,R2) σ(R1) σ(R2) = 0.30 (6) (15) = 
27.

2. What is the portfolio expected return and standard deviation if Cintara puts 
100 percent of her investment in Stock 1 (w1 = 1.00 and w2 = 0.00)? What 
is the portfolio expected return and standard deviation if Cintara puts 100 
percent of her investment in Stock 2 (w1 = 0.00 and w2 = 1.00)? 
Solution:
If the portfolio is 100 percent invested in Stock 1, the portfolio has an 
expected return of 4 percent and a standard deviation of 6 percent. If the 
portfolio is 100 percent invested in Stock 2, the portfolio has an expected 
return of 8 percent and a standard deviation of 15 percent.

3. What are the portfolio expected return and standard deviation using the 
current portfolio weights? 
Solution:
For the current 40/60 portfolio, the expected return is

 E(Rp) = w1E(R1) + (1 − w1)E(R2) = 0.40(4%) + 0.60(8%) = 6.4%

The portfolio variance and standard deviation are as follows:

   
 σ   2  ( R  p  )  =  w  1  2   σ   2  ( R  1  )  +  w  2  2   σ   2  ( R  2  )  + 2  w  1    w  2   Cov ( R  1  ,  R  2  ) 

      =  (   0.40        )   2   (36)  +  (   0.60        )   2   (225)  + 2 (0.40)  (0.60)  (27)      

= 5.76 + 81 + 12.96 = 99.72

   

 σ(Rp) = 99.72½

 = 9.99%

4. Calculate the expected return and standard deviation of the portfolios when 
w1 goes from 0.00 to 1.00 in 0.10 increments (and w2 = 1 – w1). Place the 
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results (stock weights, portfolio expected return, and portfolio standard 
deviation) in a table, and then sketch a graph of the results with the standard 
deviation on the horizontal axis and expected return on the vertical axis. 
Solution:
The portfolio expected returns, variances, and standard deviations for the 
different sets of portfolio weights are given in the following table. Three of 
the rows are already computed in the solutions to 2 and 3, and the other 
rows are computed using the same expected return, variance, and standard 
deviation formulas as in the solution to 3:

 

Stock 1 
weight

Stock 2 
weight

Expected 
return (%)

Variance 
(%2)

Standard devia-
tion (%)

1.00 0.00 4.00 36.00 6.00
0.90 0.10 4.40 36.27 6.02
0.80 0.20 4.80 40.68 6.38
0.70 0.30 5.20 49.23 7.02
0.60 0.40 5.60 61.92 7.87
0.50 0.50 6.00 78.75 8.87
0.40 0.60 6.40 99.72 9.99
0.30 0.70 6.80 124.83 11.17
0.20 0.80 7.20 154.08 12.41
0.10 0.90 7.60 187.47 13.69
0.00 1.00 8.00 225.00 15.00

 

The graph of the expected return and standard deviation follows:
Expected Return (%)
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QUESTION SET

1. US and Spanish bonds returns measured in the same currency units 
have standard deviations of 0.64 and 0.56, respectively. If the correlation 
between the two bonds is 0.24, the covariance of returns is closest to:

A. 0.086.
B. 0.335.
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C. 0.390.
Solution:
A is correct. The covariance is the product of the standard deviations and 
correlation using the formula Cov(US bond returns, Spanish bond returns) 
= σ(US bonds) × σ (Spanish bonds) × ρ(US bond returns, Spanish bond 
returns) = 0.64 × 0.56 × 0.24 = 0.086.

2. The covariance of returns is positive when the returns on two assets tend to:

A. have the same expected values.
B. be above their expected value at different times.
C. be on the same side of their expected value at the same time.

Solution:
C is correct. The covariance of returns is positive when the returns on both 
assets tend to be on the same side (above or below) their expected values at 
the same time, indicating an average positive relationship between returns.

3. Which of the following correlation coefficients indicates the weakest linear 
relationship between two variables?

A. –0.67
B. –0.24
C. 0.33

Solution:
B is correct. Correlations near +1 exhibit strong positive linearity, whereas 
correlations near –1 exhibit strong negative linearity. A correlation of 0 indi-
cates an absence of any linear relationship between the variables. The closer 
the correlation is to 0, the weaker the linear relationship.

4. An analyst develops the following covariance matrix of returns:
 

Hedge Fund Market Index

Hedge fund 256 110
Market index 110 81

 

The correlation of returns between the hedge fund and the market index is 
closest to:

A. 0.005.
B. 0.073.
C. 0.764.

Solution:
C is correct. The correlation between two random variables Ri and Rj is de-
fined as ρ(Ri,Rj) = Cov(Ri,Rj)/[σ(Ri)σ(Rj)]. Using the subscript i to represent 
hedge funds and the subscript j to represent the market index, the standard 
deviations are σ(Ri) = 2561/2 = 16 and σ(Rj) = 811/2 = 9. Thus, ρ(Ri,Rj) = 
Cov(Ri,Rj)/[σ(Ri) σ(Rj)] = 110/(16 × 9) = 0.764.
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5. All else being equal, as the correlation between two assets approaches +1.0, 
the diversification benefits:

A. decrease.
B. stay the same.
C. increase.

Solution:
A is correct. As the correlation between two assets approaches +1, diversi-
fication benefits decrease. In other words, an increasingly positive correla-
tion indicates an increasingly strong positive linear relationship and fewer 
diversification benefits.

6. Given a portfolio of five stocks, how many unique covariance terms, exclud-
ing variances, are required to calculate the portfolio return variance?

A. 10
B. 20
C. 25

Solution:
A is correct. A covariance matrix for five stocks has 5 × 5 = 25 entries. 
Subtracting the 5 diagonal variance terms results in 20 off-diagonal entries. 
Because a covariance matrix is symmetrical, only 10 entries are unique (20/2 
= 10).

7. Which of the following statements is most accurate? If the covariance of 
returns between two assets is 0.0023, then the:

A. assets’ risk is near zero.
B. asset returns are unrelated.
C. asset returns have a positive relationship.

Solution:
C is correct. The covariance of returns is positive when the returns on both 
assets tend to be on the same side (above or below) their expected values at 
the same time.

8. A two-stock portfolio includes stocks with the following characteristics:
 

Stock 1 Stock 2

Expected return 7% 10%
Standard deviation 12% 25%
Portfolio weights 0.30 0.70
Correlation 0.20

 

What is the standard deviation of portfolio returns?

A. 14.91 percent
B. 18.56 percent
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C. 21.10 percent
Solution:
B is correct. The covariance between the returns for the two stocks is 
Cov(R1,R2) = ρ(R1,R2) σ(R1) σ(R2) = 0.20 (12) (25) = 60. The portfolio vari-
ance is

   
 σ   2  ( R  p  )  =  w  1  2   σ   2  ( R  1  )  +  w  2  2   σ   2  ( R  2  )  + 2  w  1    w  2   Cov ( R  1  ,  R  2  ) 

      =   (0.30)    2    (12)    2  +   (0.70)    2    (25)    2  + 2 (0.30)  (0.70)  (60)       
= 12.96 + 306.25 + 25.2 = 344.41.

   

The portfolio standard deviation is

 σ2(Rp) = 344.41½ = 18.56%.

9. Lena Hunziger has designed the following three-asset portfolio:
 

Asset 1 Asset 2 Asset 3

Expected return 5% 6% 7%
Portfolio weight 0.20 0.30 0.50

 

 

Variance-Covariance Matrix

  Asset 1 Asset 2 Asset 3

Asset 1 196 105 140
Asset 2 105 225 150
Asset 3 140 150 400

 

Hunziger estimated the portfolio return to be 6.3 percent. What is the port-
folio standard deviation?

A. 13.07 percent
B. 13.88 percent
C. 14.62 percent

Solution:
C is correct. For a three-asset portfolio, the portfolio variance is

   

 σ   2  ( R  p  )  =  w  1  2   σ   2  ( R  1  )  +  w  2  2   σ   2  ( R  2  )  +  w  3  2   σ   2  ( R  3  )  + 2  w  1    w  2   Cov ( R  1  ,  R  2  ) 

       
+ 2  w  1    w  3   Cov ( R  1  ,  R  3  )  + 2  w  2    w  3   Cov ( R  2  ,  R  3  ) 

     =   (0.20)    2  (196)  +   (0.30)    2  (225)  +   (0.50)    2  (400)  + 2 (0.20)  (0.30)  (105)        

+ 2 (0.20)  (0.50)  (140)  + 2 (0.30)  (0.50)  (150) 

     

= 7.84 + 20.25 + 100 + 12.6 + 28 + 45 = 213.69.

   

The portfolio standard deviation is

   σ   2  ( R  p  )  =  213.69   1/2  = 14.62% .
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FORECASTING CORRELATION OF RETURNS: 
COVARIANCE GIVEN A JOINT PROBABILITY 
FUNCTION

calculate and interpret the covariance and correlation of portfolio 
returns using a joint probability function for returns

How do we estimate return covariance and correlation? Frequently, we make forecasts 
on the basis of historical covariance or use other methods such as a market model 
regression based on historical return data. We can also calculate covariance using 
the joint probability function of the random variables, if that can be estimated. The 
joint probability function of two random variables X and Y, denoted P(X,Y), gives the 
probability of joint occurrences of values of X and Y. For example, P(X=3, Y=2), is the 
probability that X equals 3 and Y equals 2.

Suppose that the joint probability function of the returns on BankCorp stock (RA) 
and the returns on NewBank stock (RB) has the simple structure given in Exhibit 6.

Exhibit 6: Joint Probability Function of BankCorp and NewBank Returns 
(Entries Are Joint Probabilities)

  RB = 20% RB = 16% RB = 10%

RA = 25% 0.20 0 0
RA = 12% 0 0.50 0
RA = 10% 0 0 0.30

The expected return on BankCorp stock is 0.20(25%) + 0.50(12%) + 0.30(10%) 
= 14%. The expected return on NewBank stock is 0.20(20%) + 0.50(16%) + 
0.30(10%) = 15%. The joint probability function above might reflect an analysis 
based on whether banking industry conditions are good, average, or poor. Exhibit 
7 presents the calculation of covariance.

Exhibit 7: Covariance Calculations

Banking 
Industry 
Condition

Deviations 
BankCorp

Deviations 
NewBank

Product of 
Deviations

Probability 
of Condition

Probability-
Weighted 
Product

Good 25−14 20−15 55 0.20 11
Average 12−14 16−15 −2 0.50 −1
Poor 10−14 10−15 20 0.30 6

          Cov(RA,RB) 
= 16

Note: Expected return for BankCorp is 14% and for NewBank, 15%.

The first and second columns of numbers show, respectively, the deviations of 
BankCorp and NewBank returns from their mean or expected value. The next 
column shows the product of the deviations. For example, for good industry 
conditions, (25 − 14)(20 − 15) = 11(5) = 55. Then, 55 is multiplied or weighted 

3
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by 0.20, the probability that banking industry conditions are good: 55(0.20) = 11. 
The calculations for average and poor banking conditions follow the same pattern. 
Summing up these probability-weighted products, we find Cov(RA,RB) = 16.

A formula for computing the covariance between random variables RA and RB is

  Cov ( R  A  ,  R  B  )  =  ∑ 
i
      ∑ j     P ( R  A,i  ,  R  B,j  )  ( R  A,i   − E  R  A  )  ( R  B,j   − E  R  B  )  . (8)

The formula tells us to sum all possible deviation cross-products weighted by the 
appropriate joint probability.

Next, we take note of the fact that when two random variables are independent, 
their joint probability function simplifies.

Two random variables X and Y are independent if and only if P(X,Y) = P(X)P(Y).
For example, given independence, P(3,2) = P(3)P(2). We multiply the individual 

probabilities to get the joint probabilities. Independence is a stronger property than 
uncorrelatedness because correlation addresses only linear relationships. The follow-
ing condition holds for independent random variables and, therefore, also holds for 
uncorrelated random variables.

The expected value of the product of uncorrelated random variables is the product 
of their expected values.

 E(XY) = E(X)E(Y) if X and Y are uncorrelated.

Many financial variables, such as revenue (price times quantity), are the product of 
random quantities. When applicable, the previous rule simplifies the calculation of 
the expected value of a product of random variables.

EXAMPLE 2

Covariances and Correlations of Security Returns

Isabel Vasquez is reviewing the correlations between four of the asset classes 
in her company portfolio. In Exhibit 8, she plots 24 recent monthly returns for 
large-cap US stocks versus for large-cap world ex-US stocks (Panel 1) and the 
24 monthly returns for intermediate-term corporate bonds versus long-term 
corporate bonds (Panel 2). Vasquez presents the returns, variances, and covari-
ances in decimal form instead of percentage form. Note the different ranges of 
their vertical axes (Return %).
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Exhibit 8: Monthly Returns for Four Asset Classes
 

A. Equity Monthly Returns
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B. Corporate Bond Monthly Returns
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1. Selected data for the four asset classes are shown in Exhibit 9.
 

Exhibit 9: Selected Data for Four Asset Classes
 

 

Asset Classes
Large-Cap 

US Equities
World (ex 

US) Equities
Intermediate 
Corp Bonds

Long-Term 
Corp Bonds

Variance 0.001736 0.001488 0.000174 0.000699
Standard 
deviation 0.041668 0.038571 0.013180 0.026433

Covariance 0.001349 0.000318
Correlation 0.87553 0.95133

 

Vasquez noted, as shown in Exhibit 9, that although the two equity classes 
had much greater variances and covariance than the two bond classes, the 
correlation between the two equity classes was lower than the correlation 
between the two bond classes. She also noted that long-term bonds were 
more volatile (higher variance) than intermediate-term bonds; however, 
long- and intermediate-term bond returns still had a high correlation.
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PORTFOLIO RISK MEASURES: APPLICATIONS OF THE 
NORMAL DISTRIBUTION

define shortfall risk, calculate the safety-first ratio, and identify an 
optimal portfolio using Roy’s safety-first criterion

Modern portfolio theory (MPT) often involves valuing investment opportunities using 
mean return and variance of return measures. In economic theory, mean–variance 
analysis holds exactly when investors are risk averse; when they choose investments 
to maximize expected utility or satisfaction; and when either (assumption 1) returns 
are normally distributed or (assumption 2) investors have quadratic utility functions 
(a concept used in economics for a mathematical representation of risk and return 
trade-offs). Mean–variance analysis, however, can still be useful—that is, it can hold 
approximately—when either assumption 1 or 2 is violated. Because practitioners prefer 
to work with observables, such as returns, the proposition that returns are at least 
approximately normally distributed has played a key role in much of MPT.

To illustrate this concept, assume an investor is saving for retirement. Although her 
goal is to earn the highest real return possible, she believes that the portfolio should 
at least achieve real capital preservation over the long term. Assuming a long-term 
expected inflation rate of 2 percent, the minimum acceptable return would be 2 per-
cent. Exhibit 10 compares three investment alternatives in terms of their expected 
returns and standard deviation of returns. The probability of falling below 2 percent 
is calculated on basis of the assumption of normally distributed returns. In Exhibit 10, 
we see that Portfolio II, which combines the highest expected return and the lowest 
volatility, has the lowest probability of earning less than 2 percent (or equivalently, 
the highest probability of earning at least 2 percent). This also can be seen in Panel 
B, which shows that Portfolio II has the smallest shaded area to the left of 2 percent 
(the probability of earning less than the minimum acceptable return).

Exhibit 10: Probability of Earning a Minimum Acceptable Return

Panel A: Alternative Portfolio Characteristics

Portfolio I II II

Expected return 5% 8% 5%
Standard deviation of return 8% 8% 12%
Probability of earning < 2% [P(x < 2)] 37.7% 24.6% 41.7%
Probability of earning ≥ 2% [P(x ≥ 2)] 62.3% 75.4% 58.3%

4
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Panel B: Likelihoods of Attainting Minimal Acceptable 
Return

A. Portfolio I
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B. Portfolio II
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C. Portfolio III
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Mean–variance analysis generally considers risk symmetrically in the sense that 
standard deviation captures variability both above and below the mean. An alternative 
approach evaluates only downside risk. We discuss one such approach, safety-first 
rules, because they provide an excellent illustration of the application of normal distri-
bution theory to practical investment problems. Safety-first rules focus on shortfall 
risk, the risk that portfolio value (or portfolio return) will fall below some minimum 
acceptable level over some time horizon. The risk that the assets in a defined benefit 
plan will fall below plan liabilities is an example of a shortfall risk.

Suppose an investor views any return below a level of RL as unacceptable. Roy’s 
safety-first criterion (Roy 1952) states that the optimal portfolio minimizes the prob-
ability that portfolio return, RP, will fall below the threshold level, RL. That is, the 
investor’s objective is to choose a portfolio that minimizes P(RP < RL). When port-
folio returns are normally distributed, we can calculate P(RP < RL) using the number 
of standard deviations that RL lies below the expected portfolio return, E(RP). The 
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portfolio for which E(RP) − RL is largest relative to standard deviation minimizes P(RP 
< RL). Therefore, if returns are normally distributed, the safety-first optimal portfolio 
maximizes the safety-first ratio (SFRatio), as follows:

 SFRatio = [E(RP) − RL]/σP. (9)

The quantity E(RP) − RL is the distance from the mean return to the shortfall level. 
Dividing this distance by σP gives the distance in units of standard deviation. When 
choosing among portfolios using Roy’s criterion (assuming normality), follow these 
two steps:

1. Calculate each portfolio’s SFRatio.
2. Choose the portfolio with the highest SFRatio.

For a portfolio with a given safety-first ratio, the probability that its return will 
be less than RL is Normal(–SFRatio), and the safety-first optimal portfolio has the 
lowest such probability. For example, suppose an investor’s threshold return, RL, is 2 
percent. He is presented with two portfolios. Portfolio 1 has an expected return of 12 
percent, with a standard deviation of 15 percent. Portfolio 2 has an expected return 
of 14 percent, with a standard deviation of 16 percent. The SFRatios, using Equation 
9, are 0.667 = (12 − 2)/15 and 0.75 = (14 − 2)/16 for Portfolios 1 and 2, respectively. 
For the superior Portfolio 2, the probability that portfolio return will be less than 2 
percent is N(−0.75) = 1 − N(0.75) = 1 − 0.7734 = 0.227, or about 23 percent, assuming 
that portfolio returns are normally distributed.

You may have noticed the similarity of the SFRatio to the Sharpe ratio. If we sub-
stitute the risk-free rate, RF, for the critical level RL, the SFRatio becomes the Sharpe 
ratio. The safety-first approach provides a new perspective on the Sharpe ratio: When 
we evaluate portfolios using the Sharpe ratio, the portfolio with the highest Sharpe 
ratio is the one that minimizes the probability that portfolio return will be less than 
the risk-free rate (given a normality assumption).

EXAMPLE 3

The Safety-First Optimal Portfolio for a Client

You are researching asset allocations for a client in Canada with a CAD800,000 
portfolio. Although her investment objective is long-term growth, at the end 
of a year, she may want to liquidate CAD30,000 of the portfolio to fund edu-
cational expenses. If that need arises, she would like to be able to take out the 
CAD30,000 without invading the initial capital of CAD800,000. Exhibit 11 shows 
three alternative allocations.

 

Exhibit 11: Mean and Standard Deviation for Three Allocations (in 
Percent)

 

 

Allocation A B C

Expected annual return 25 11 14
Standard deviation of return 27 8 20

 

Address these questions (assume normality for Questions 2 and 3):
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1. Given the client’s desire not to invade the CAD800,000 principal, what is the 
shortfall level, RL? Use this shortfall level to answer question 2. 
Solution:
Because CAD30,000/CAD800,000 is 3.75 percent, for any return less 
than 3.75 percent the client will need to invade principal if she takes out 
CAD30,000. So, RL = 3.75%.

2. According to the safety-first criterion, which of the three allocations is the 
best?

(Hint, to decide which of the three allocations is safety-first optimal, select 
the alternative with the highest ratio [E(RP) − RL]/σP.)

A. 0.787037 = (25 − 3.75)/27
B. 0.90625 = (11 − 3.75)/8
C. 0.5125 = (14 − 3.75)/20

Solution:
B is correct. Allocation B, with the largest ratio (0.90625), is the best alterna-
tive according to the safety-first criterion.

3. What is the probability that the return on the safety-first optimal portfolio 
will be less than the shortfall level? 
Solution:
To answer this question, note that P(RB < 3.75) = Normal(−0.90625). We can 
round 0.90625 to 0.91 for use with tables of the standard normal CDF. First, 
we calculate Normal(−0.91) = 1 − Normal(0.91) = 1 − 0.8186 = 0.1814, or 
about 18.1 percent. Using a spreadsheet function for the standard normal 
CDF on −0.90625 without rounding, we get 0.182402, or about 18.2 percent. 
The safety-first optimal portfolio has a roughly 18 percent chance of not 
meeting a 3.75 percent return threshold. This can be seen in the following 
graphic, in which Allocation B has the smallest area under the distribution 
curve to the left of 3.75 percent.
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Several points are worth noting. First, if the inputs were slightly different, 
we could get a different ranking. For example, if the mean return on B 
were 10 percent rather than 11 percent, Allocation A would be superior to 
B. Second, if meeting the 3.75 percent return threshold were a necessity 
rather than a wish, CAD830,000 in one year could be modeled as a liability. 
Fixed-income strategies, such as cash flow matching, could be used to offset 
or immunize the CAD830,000 quasi-liability.
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In many investment contexts besides Roy’s safety-first criterion, we use the normal 
distribution to estimate a probability. Another arena in which the normal distribution 
plays an important role is financial risk management. Financial institutions, such as 
investment banks, security dealers, and commercial banks, have formal systems to 
measure and control financial risk at various levels, from trading positions to the overall 
risk for the firm. Two mainstays in managing financial risk are value at risk (VaR) and 
stress testing/scenario analysis. Stress testing and scenario analysis refer to a set 
of techniques for estimating losses in extremely unfavorable combinations of events 
or scenarios. Value at risk (VaR) is a money measure of the minimum value of losses 
expected over a specified time period (e.g., a day, a quarter, or a year) at a given level 
of probability (often 0.05 or 0.01). Suppose we specify a one-day time horizon and a 
level of probability of 0.05, which would be called a 95 percent one-day VaR. If this 
VaR equaled EUR5 million for a portfolio, there would be a 0.05 probability that the 
portfolio would lose EUR5 million or more in a single day (assuming our assumptions 
were correct). One of the basic approaches to estimating VaR, the variance–covariance 
or analytical method, assumes that returns follow a normal distribution.

QUESTION SET 

A client has a portfolio of common stocks and fixed-income instru-
ments with a current value of GBP1,350,000. She intends to liquidate 
GBP50,000 from the portfolio at the end of the year to purchase a partnership 
share in a business. Furthermore, the client would like to be able to withdraw the 
GBP50,000 without reducing the initial capital of GBP1,350,000. The following 
table shows four alternative asset allocations.

Mean and Standard Deviation for Four Allocations (in Percent)
 

  A B C D

Expected annual return 16 12 10 9
Standard deviation of return 24 17 12 11

 

1. Address the following questions (assume normality for Parts B and C): 

A. Given the client’s desire not to invade the GBP1,350,000 princi-
pal, what is the shortfall level, RL? Use this shortfall level to answer 
Question 2.

B. According to the safety-first criterion, which of the allocations is the 
best?

C. What is the probability that the return on the safety-first optimal port-
folio will be less than the shortfall level, RL?

Solution:

A. Because GBP50,000/GBP1,350,000 is 3.7 percent, for any return less 
than 3.7 percent the client will need to invade principal if she takes out 
GBP50,000. So RL = 3.7 percent.

B. To decide which of the allocations is safety-first optimal, select the 
alternative with the highest ratio [E(RP) − RL]/σP:

Allocation 1 0.5125 = (16 – 3.7)/24.

Allocation 2 0.488235 = (12 – 3.7)/17.
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Allocation 3 0.525 = (10 – 3.7)/12.

Allocation 4 0.481818 = (9 – 3.7)/11.
Allocation C, with the largest ratio (0.525), is the best alternative 
according to the safety-first criterion.

C. To answer this question, note that P(RC < 3.7) = N(0.037 – 0.10)/0.12) 
= Normal(−0.525). By using Excel’s NORM.S.DIST() function, we get 
NORM.S.DIST((0.037 – 0.10)/0.12) = 29.98%, or about 30 percent. The 
safety-first optimal portfolio has a roughly 30 percent chance of not 
meeting a 3.7 percent return threshold.

2. A client holding a GBP2,000,000 portfolio wants to withdraw GBP90,000 
in one year without invading the principal. According to Roy’s safety-first 
criterion, which of the following portfolio allocations is optimal?

 

  Allocation A Allocation B Allocation C

Expected annual return 6.5% 7.5% 8.5%
Standard deviation of returns 8.35% 10.21% 14.34%

 

A. Allocation A
B. Allocation B
C. Allocation C

Solution:
B is correct. Allocation B has the highest safety-first ratio. The threshold 
return level, RL, for the portfolio is GBP90,000/GBP2,000,000 = 4.5 percent; 
thus, any return less than RL = 4.5% will invade the portfolio principal. To 
compute the allocation that is safety-first optimal, select the alternative with 
the highest ratio:

    
 [E ( R  P   −  R  L  ) ] 

 _  σ  P    . 

  Allocation A =   6.5 − 4.5 _ 8.35   = 0.240. 

  Allocation B =   7.5 − 4.5 _ 10.21   = 0.294. 

  Allocation C =   8.5 − 4.5 _ 14.34   = 0.279. 
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PRACTICE PROBLEMS

1. An analyst produces the following joint probability function for a foreign index 
(FI) and a domestic index (DI).

  RDI = 30% RDI = 25% RDI = 15%

RFI = 25% 0.25    
RFI = 15%   0.50  
RFI = 10%     0.25

The covariance of returns on the foreign index and the returns on the domestic 
index is closest to:

A. 26.39.

B. 26.56.

C. 28.12.
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SOLUTIONS

1. B is correct. The covariance is 26.56, calculated as follows. First, expected returns 
are

 E(RFI) = (0.25 × 25) + (0.50 × 15) + (0.25 × 10)

 = 6.25 + 7.50 + 2.50 = 16.25 and

 E(RDI) = (0.25 × 30) + (0.50 × 25) + (0.25 × 15)

 = 7.50 + 12.50 + 3.75 = 23.75.

Covariance is

 Cov(RFI,RDI) =   ∑ 
i
      ∑ j     P ( R  FI,i  ,  R  DI,j  )  ( R  FI,i   − E  R  FI  )  ( R  DI,j   − E  R  DI  )  

 = 0.25[(25 – 16.25)(30 – 23.75)] + 0.50[(15 – 16.25)(25 – 23.75)] + 
0.25[(10 – 16.25)(15 – 23.75)]

 = 13.67 + (–0.78) + 13.67 = 26.56.
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by Kobor Adam, PhD, CFA.

Adam Kobor, PhD, CFA, at New York University Investment Office (USA)

LEARNING OUTCOMES
Mastery The candidate should be able to:

explain the relationship between normal and lognormal distributions 
and why the lognormal distribution is used to model asset prices 
when using continuously compounded asset returns
describe Monte Carlo simulation and explain how it can be used in 
investment applications
describe the use of bootstrap resampling in conducting a simulation 
based on observed data in investment applications

INTRODUCTION

The understanding and application of probability distributions is a critical component 
of forecasting financial variables and asset prices. This learning module provides a 
foundation for understanding important concepts related to probability distributions. 
Regarding the application of probability distributions, this learning module explains 
how to construct and interpret a Monte Carlo simulation analysis. Bootstrapping, 
with some similarities to Monte Carlo simulations, is also demonstrated to illustrate 
the use and application of this statistical sampling approach.

LEARNING MODULE OVERVIEW

 ■ The lognormal distribution is widely used for modeling the 
probability distribution of financial asset prices because the 
distribution is bounded from below by 0 as asset prices and usually 
describes accurately the statistical distribution properties of financial 
assets prices. Lognormal distribution is typically skewed to the right.

 ■ Continuously compounded returns play a role in many asset pricing 
models, as well as in risk management.

1
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 ■ Monte Carlo simulation is widely used to estimate risk and return in 
investment applications. Specifically, it is commonly used to value 
securities with complex features, such as embedded options, where no 
analytic pricing formula is available

 ■ A Monte Carlo simulation generates a large number of random sam-
ples from a specified probability distribution or a series of distribu-
tions to obtain the likelihood of a range of results.

 ■ Bootstrapping mimics the process of performing random sampling 
from a population to construct the sampling distribution by treating 
the randomly drawn sample as if it were the population.

 ■ Because a random sample offers a good representation of the popu-
lation, bootstrapping can simulate sampling from the population by 
sampling from the observed sample.

LOGNORMAL DISTRIBUTION AND CONTINUOUS 
COMPOUNDING

explain the relationship between normal and lognormal distributions 
and why the lognormal distribution is used to model asset prices 
when using continuously compounded asset returns

The Lognormal Distribution
Closely related to the normal distribution, the lognormal distribution is widely used for 
modeling the probability distribution of share and other asset prices. For example, the 
lognormal distribution appears in the Black–Scholes–Merton option pricing model. 
The Black–Scholes–Merton model assumes that the price of the asset underlying the 
option is lognormally distributed.

A random variable Y follows a lognormal distribution if its natural logarithm, ln 
Y, is normally distributed. The reverse is also true: If the natural logarithm of random 
variable Y, ln Y, is normally distributed, then Y follows a lognormal distribution. 
If you think of the term lognormal as “the log is normal,” you will have no trouble 
remembering this relationship.

The two most noteworthy observations about the lognormal distribution are that it 
is bounded below by 0 and it is skewed to the right (it has a long right tail). Note these 
two properties in the graphs of the probability density functions (pdfs) of two lognor-
mal distributions in Exhibit 1. Asset prices are bounded from below by 0. In practice, 
the lognormal distribution has been found to be a usefully accurate description of the 
distribution of prices for many financial assets. However, the normal distribution is 
often a good approximation for returns. For this reason, both distributions are very 
important for finance professionals.

2
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Exhibit 1: Two Lognormal Distributions

00 4.54.50.50.5 1.01.0 1.51.5 2.02.0 2.52.5 3.03.0 3.53.5 4.04.0

Like the normal distribution, the lognormal distribution is completely described by 
two parameters. Unlike many other distributions, a lognormal distribution is defined 
in terms of the parameters of a different distribution. The two parameters of a lognor-
mal distribution are the mean and standard deviation (or variance) of its associated 
normal distribution: the mean and variance of ln Y, given that Y is lognormal. So, 
we must keep track of two sets of means and standard deviations (or variances): (1) 
the mean and standard deviation (or variance) of the associated normal distribution 
(these are the parameters) and (2) the mean and standard deviation (or variance) of 
the lognormal variable itself.

To illustrate this relationship, we simulated 1,000 scenarios of yearly asset returns, 
assuming that returns are normally distributed with 7 percent mean and 12 percent 
standard deviation. For each scenario i, we converted the simulated continuously 
compounded returns (ri) to future asset prices with the formula Price(1 year later)i = 
USD1 × exp(ri), where exp is the exponential function and assuming that the asset’s 
price is USD1 today. In Exhibit 2, Panel A shows the distribution of the simulated 
returns together with the fitted normal pdf, whereas Panel B shows the distribution 
of the corresponding future asset prices together with the fitted lognormal pdf. Again, 
note that the lognormal distribution of future asset prices is bounded below by 0 and 
has a long right tail.
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Exhibit 2: Simulated Returns (Normal PDF) and Asset Prices (Lognormal 
PDF)

A. Normal PDF
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B. Lognormal PDF
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The expressions for the mean and variance of the lognormal variable are challenging. 
Suppose a normal random variable X has expected value μ and variance σ2. Define Y 
= exp(X). Remember that the operation indicated by exp(X) or eX (where e ≈ 2.7183) 
is the opposite operation from taking logs. Because ln Y = ln [exp(X)] = X is normal 
(we assume X is normal), Y is lognormal. What is the expected value of Y = exp(X)? 
A guess might be that the expected value of Y is exp(μ). The expected value is actually 
exp(μ + 0.50σ2), which is larger than exp(μ) by a factor of exp(0.50 σ2) > 1. To get some 
insight into this concept, think of what happens if we increase σ2. The distribution 
spreads out; it can spread upward, but it cannot spread downward past 0. As a result, 
the center of its distribution is pushed to the right: The distribution’s mean increases.

The expressions for the mean and variance of a lognormal variable are summarized 
below, where μ and σ2 are the mean and variance of the associated normal distribution 
(refer to these expressions as needed, rather than memorizing them):

 ■ Mean (μL) of a lognormal random variable = exp(μ + 0.50σ2).
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 ■ Variance (σL
2) of a lognormal random variable = exp(2μ + σ2) × [exp(σ2) 

− 1].

Continuously Compounded Rates of Return
We now explore the relationship between the distribution of stock return and stock 
price. In this section, we show that if a stock’s continuously compounded return is 
normally distributed, then future stock price is necessarily lognormally distributed. 
Furthermore, we show that stock price may be well described by the lognormal 
distribution even when continuously compounded returns do not follow a normal 
distribution. These results provide the theoretical foundation for using the lognormal 
distribution to model asset prices.

Showing that the stock price at some future time T, PT, equals the current stock 
price, P0, multiplied by e raised to power r0,T, the continuously compounded return 
from 0 to T:

 PT = P0exp(r0,T).

We showed in an earlier lesson that r0,T, the continuously compounded return to 
time T, is the sum of the one-period continuously compounded returns, as follows:

 r0,T = rT−1,T + rT−2,T−1 + . . . + r0,1. (1)

If these shorter-period returns are normally distributed, then r0,T is normally distrib-
uted (given certain assumptions) or approximately normally distributed (not making 
those assumptions). As PT is proportional to the log of a normal random variable, 
PT is lognormal.

A key assumption in many investment applications is that returns are inde-
pendently and identically distributed (i.i.d.). Independence captures the proposition 
that investors cannot predict future returns using past returns. Identical distribution 
captures the assumption of stationarity, a property implying that the mean and vari-
ance of return do not change from period to period.

Assume that the one-period continuously compounded returns (such as r0,1) are 
i.i.d. random variables with mean μ and variance σ2 (but making no normality or other 
distributional assumption). Then,

 E(r0,T) = E(rT−1,T) + E(rT−2,T−1) + . . . + E(r0,1) = μT, (2)

(we add up μ for a total of T times), and
 σ2(r0,T) = σ2T (3)

(as a consequence of the independence assumption).
The variance of the T holding period continuously compounded return is T 

multiplied by the variance of the one-period continuously compounded return; also, 
σ(r0,T) =  σ  √ 

_
 T   . If the one-period continuously compounded returns on the right-hand 

side of Equation 1 are normally distributed, then the T holding period continuously 
compounded return, r0,T, is also normally distributed with mean μT and variance 
σ2T. This is because a linear combination of normal random variables is also a normal 
random variable.

Even if the one-period continuously compounded returns are not normal, their sum, 
r0,T, is approximately normal according to the central limit theorem. Now compare PT 
= P0exp(r0,T) to Y = exp(X), where X is normal and Y is lognormal (as we discussed 
previously). Clearly, we can model future stock price PT as a lognormal random variable 
because r0,T should be at least approximately normal. This assumption of normally 
distributed returns is the basis in theory for the lognormal distribution as a model 
for the distribution of prices of shares and other financial assets.
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Continuously compounded returns play a role in many asset pricing models, as 
well as in risk management. Volatility measures the standard deviation of the con-
tinuously compounded returns on the underlying asset; by convention, it is stated 
as an annualized measure. In practice, we often estimate volatility using a historical 
series of continuously compounded daily returns. We gather a set of daily holding 
period returns, convert them into continuously compounded daily returns and then 
compute the standard deviation of the continuously compounded daily returns and 
annualize that number using Equation 3.

Annualizing is typically done based on 250 days in a year, the approximate number 
of business days that financial markets are typically open for trading. Thus, if daily vol-
atility were 0.01, we would state volatility (on an annual basis) as  0.01  √ 

_
 250   = 0.1581 . 

Example 1 illustrates the estimation of volatility for the shares of Astra International.

EXAMPLE 1

Volatility of Share Price

Suppose you are researching Astra International (Indonesia Stock Exchange: 
ASII) and are interested in Astra’s price action in a week in which international 
economic news had significantly affected the Indonesian stock market. You 
decide to use volatility as a measure of the variability of Astra shares during 
that week. Exhibit 3 shows closing prices during that week.

 

Exhibit 3: Astra International Daily Closing Prices
 

 

Day
Closing Price  

(Indonesian rupiah, IDR)

Monday 6,950
Tuesday 7,000
Wednesday 6,850
Thursday 6,600
Friday 6,350

 

Use the data provided to do the following:
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1. Estimate the volatility of Astra shares. (Annualize volatility on the basis of 
250 trading days in a year.)
Solution:
First, calculate the continuously compounded daily returns; then, find their 
standard deviation in the usual way. In calculating sample variance, to get 
sample standard deviation, the divisor is sample size minus 1.

ln(7,000/6,950) = 0.007168.

ln(6,850/7,000) = −0.021661.

ln(6,600/6,850) = −0.037179.

ln(6,350/6,600) = −0.038615.

Sum = −0.090287.

Mean = −0.022572.

Variance = 0.000452.

Standard deviation = 0.021261.

The standard deviation of continuously compounded daily returns is 
0.021261. Equation 3 states that      ̂  σ   (    r  0,T   )   =   ̂  σ    √ 

_
 T     . In this example,    ̂  σ    is the 

sample standard deviation of one-period continuously compounded returns. 
Thus,    ̂  σ    refers to 0.021261. We want to annualize, so the horizon T corre-
sponds to one year. Because    ̂  σ    is in days, we set T equal to the number of 
trading days in a year (250).
Therefore, we find that annualized volatility for Astra stock that week was 
33.6 percent, calculated as  0.021261  √ 

_
 250   = 0.336165 .

2. Calculate an estimate of the expected continuously compounded annual 
return for Astra.
Solution:
Note that the sample mean, −0.022572 (from the Solution to 1), is a sample 
estimate of the mean, μ, of the continuously compounded one-period or 
daily returns. The sample mean can be translated into an estimate of the 
expected continuously compounded annual return using Equation 2,      ̂  μ  
T = − 0.022572 (  250 )      (using 250 to be consistent with the calculation of 
volatility).

3. Discuss why it may not be prudent to use the sample mean daily return to 
estimate the expected continuously compounded annual return for Astra.
Solution:
Four daily return observations are far too few to estimate expected returns. 
Further, the variability in the daily returns overwhelms any information 
about expected return in a series this short.

4. Identify the probability distribution for Astra share prices if continuously 
compounded daily returns follow the normal distribution.
Solution:
Astra share prices should follow the lognormal distribution if the con-
tinuously compounded daily returns on Astra shares follow the normal 
distribution.
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We have shown that the distribution of stock price is lognormal, given certain 
assumptions. Earlier we gave bullet-point expressions for the mean and variance of 
a lognormal random variable. In the context of a stock price, the    ̂  μ   and     ̂  σ     2   in these 
expressions would refer to the mean and variance of the T horizon, not the one-period, 
continuously compounded returns compatible with the horizon of PT.

MONTE CARLO SIMULATION

describe Monte Carlo simulation and explain how it can be used in 
investment applications

After gaining an understanding of probability distributions used to characterize asset 
prices and asset returns, we explore a technique called Monte Carlo simulation in 
which probability distributions play an integral role. A characteristic of Monte Carlo 
simulation is the generation of a very large number of random samples from a specified 
probability distribution or distributions to obtain the likelihood of a range of results.

Monte Carlo simulation is widely used to estimate risk and return in investment 
applications. In this setting, we simulate the portfolio’s profit and loss performance for 
a specified time horizon, either on an asset-by-asset basis or an aggregate, portfolio 
basis. Repeated trials within the simulation, each trial involving a draw of random 
observations from a probability distribution, produce a simulated frequency distri-
bution of portfolio returns from which performance and risk measures are derived.

Another important use of Monte Carlo simulation in investments is as a tool for 
valuing complex securities for which no analytic pricing formula is available. For 
other securities, such as mortgage-backed securities with complex embedded options, 
Monte Carlo simulation is also an important modeling resource. Because we control 
the assumptions when we carry out a simulation, we can run a model for valuing such 
securities through a Monte Carlo simulation to examine the model’s sensitivity to a 
change in key assumptions.

To understand the technique of Monte Carlo simulation, we present the process as 
a series of steps; these can be viewed as providing an overview rather than a detailed 
recipe for implementing a Monte Carlo simulation in its many varied applications.

To illustrate the steps, we use Monte Carlo simulation to value an option, contin-
gent claim, whose value is based on some other underlying security. For this option, 
no analytic pricing formula is available. For our purposes, the value of this contingent 
claim (an Asian option), equals the difference between the underlying stock price at 
that maturity and the average stock price during the life of the contingent claim or 
USD 0, whichever is greater. For instance, if the final underlying stock price is USD 34 
and the average value over the life of the claim is USD 31, the value of the contingent 
claim at its maturity is USD 3 (the greater of USD 34 – USD 31 = USD 3 and USD 0).

Assume that the maturity of the claim is one year from today; we will simulate stock 
prices in monthly steps over the next 12 months and will generate 1,000 scenarios to 
value this claim. The payoff diagram of this contingent claim security is depicted in 
Panel A of Exhibit 4, a histogram of simulated average and final stock prices is shown 
in Panel B, and a histogram of simulated payoffs of the contingent claim is presented 
in Panel C.

The payoff diagram (Panel A) is a snapshot of the contingent claim at maturity. If 
the stock’s final price is less than or equal to its average over the life of the contingent 
claim, then the payoff would be zero. However, if the final price exceeds the average 
price, the payoff is equal to this difference. Panel B shows histograms of the simulated 

3
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final and average stock prices. Note that the simulated final price distribution is wider 
than the simulated average price distribution. Also, note that the contingent claim’s 
value depends on the difference between the final and average stock prices, which 
cannot be directly inferred from these histograms.

Exhibit 4: Payoff Diagram, Histogram of Simulated Average, and Final Stock 
Prices, and Histogram of Simulated Payoffs for Contingent Claim

Payoff (USD)

A. Contingent Claim Payoff Diagram
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B. Histogram of Simulated Average and Final Stock Prices
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Finally, Panel C shows the histogram of the contingent claim’s simulated payoffs. In 
654 of 1,000 total trials, the final stock price was less than or equal to the average price, 
so in 65.4 percent of the trials the contingent claim paid off zero. In the remaining 
34.6 percent of the trials, however, the claim paid the positive difference between the 
final and average prices, with the maximum payoff being USD 11.

The process flowchart in Exhibit 5 shows the steps for implementing the Monte 
Carlo simulation for valuing this contingent claim. Steps 1 through 3 of the process 
describe specifying the simulation; Steps 4 through 6 describe running the simulation.

Exhibit 5: Steps in Implementing the Monte Carlo Simulation

Specify the
simulation

Monte Carlo Simulation

Step 1: Specify the model with 
 risk factors

Step 2: Specify probability 
 distributions for key
 risk factors

Step 3: Draw random numbers 
 from distributions for each
 key risk factor over the each
 of the K sub-periods

Step 4: Use model to convert 
 random numbers to stock
 prices

Step 1: Specify the quantity of interest (i.e., 
 value of the contingent claim)

Step 2: Specify a time grid; K sub-periods
 with �t increment for the full time horizon

Step 3: Specify the method for generating
 the data used in the simulation

Step 4: Use the simulated values to 
 produce stock prices used to value
 contingent claim

Step 5: Calculate the average stock price
 and the value of the contingent 
 claim payoff

Step 6: Repeat steps 4&5 over the required
 number trials. Then calculate summary
 value (i.e., average of the present values
 of the contingent claim payoff) 

Run the
simulation

over the
specified
number of

trials

The mechanics of implementing the Monte Carlo simulation for valuing the contingent 
claim using the six-step process are described as follows:

1. Specify the quantity of interest in terms of underlying variables. The quan-
tity of interest is the contingent claim value, and the underlying variable 
is the stock price. Then, specify the starting value(s) of the underlying 
variable(s).
We use CiT to represent the value of the claim at maturity, T. The subscript 
i in CiT indicates that CiT is a value resulting from the ith simulation trial, 
each simulation trial involving a drawing of random values (an iteration of 
Step 4).

2. Specify a time grid. Take the horizon in terms of calendar time and split it 
into a number of subperiods—say, K in total. Calendar time divided by the 
number of subperiods, K, is the time increment, Δt. In our example, calen-
dar time is one year and K is 12, so Δt equals one month.

3. Specify the method for generating the data used in the simulation. This step 
will require that distributional assumptions be made for the key risk factors 
that drive the underlying variables. For example, stock price is the under-
lying variable for the contingent claim, so we need a model for stock price 
movement, effectively a period return. We choose the following model for 
changes in stock price, where Zk stands for the standard normal random 
variable:

 ΔStock price = (μ × Prior stock price × Δt) + (σ × Prior stock price × Zk).
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The term Zk is the key risk factor in the simulation. Through our choice of μ 
(mean) and σ (standard deviation), we control the distribution of the stock 
price variable. Although this example has one key risk factor, a given simula-
tion may have multiple key risk factors.
Then, using a computer program or spreadsheet function, draw K random 
values of each risk factor. In our example, the spreadsheet function would 
produce a draw of K (= 12) values of the standard normal variable Zk: Z1, Z2, 
Z3, . . ., ZK. We will discuss generating standard normal random numbers 
(or, in fact, random numbers with any kind of distribution) after describing 
the sequence of simulation steps.

4. Use the simulated values to produce stock prices used to value the contin-
gent claim. This step will convert the standard normal random numbers 
generated in Step 3 into stock price changes (ΔStock price) by using the 
model of stock price dynamics from Step 3. The result is K observations 
on possible changes in stock price over the K subperiods (remember, K = 
12). An additional calculation is needed to convert those changes into a 
sequence of K stock prices, with the initial stock price as the starting value 
over the K subperiods. This is an important step: we rely on the distribu-
tional assumptions of the Monte Carlo simulation to randomly create a very 
large number of stock price processes.

5. Calculate the average stock price and the value of the contingent claim. This 
calculation produces the average stock price during the life of the contingent 
claim (the sum of K stock prices divided by K). Then, compute the value of 
the contingent claim at maturity, CiT, and then calculate its present value, 
Ci0, by discounting this terminal value using an appropriate interest rate as 
of today. (The subscript i in Ci0 stands for the ith simulation trial, as it does 
in CiT.) We have now completed one simulation trial.

6. Repeat steps 4 and 5 over the required number of trials. Iteratively, go 
back to Step 4 until the specified number of trials, I, is completed. Finally, 
produce summary values and statistics for the simulation. The quantity of 
interest in our example is the mean value of Ci0 for the total number of sim-
ulation trials (I = 1,000). This mean value is the Monte Carlo estimate of the 
value of our contingent claim.

In Example 2, we continue with the application of Monte Carlo simulation to value 
another type of contingent claim.

EXAMPLE 2

Valuing a Lookback Contingent Claim Using Monte Carlo 
Simulation

1. A standard lookback contingent claim on a stock has a value at maturity 
equal to (Value of the stock at maturity − Minimum value of stock during 
the life of the claim prior to maturity) or USD 0, whichever is greater. If the 
minimum value reached prior to maturity was USD 20.11 and the value of 
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the stock at maturity is USD 23, for example, the contingent claim is worth 
USD 23 – USD 20.11 = USD 2.89.

How might you use Monte Carlo simulation in valuing a lookback contin-
gent claim?
Solution:
We previously described how to use Monte Carlo simulation to value a 
certain type of contingent claim. Just as we can calculate the average value of 
the stock over a simulation trial to value that claim, for a lookback contin-
gent claim, we can also calculate the minimum value of the stock over a sim-
ulation trial. Then, for a given simulation trial, we can calculate the terminal 
value of the claim, given the minimum value of the stock for the simulation 
trial. We can then discount this terminal value back to the present to get 
the value of the claim today (t = 0). The average of these t = 0 values over all 
simulation trials is the Monte Carlo simulated value of the lookback contin-
gent claim.

Finally, note that Monte Carlo simulation is a complement to analytical methods. 
It provides only statistical estimates, not exact results. Analytical methods, where 
available, provide more insight into cause-and-effect relationships. However, as 
financial product innovations proceed, the applications for Monte Carlo simulation 
in investment management continue to grow.

QUESTION SET

1. Define Monte Carlo simulation and explain its use in investment 
management.
Solution:
A Monte Carlo simulation generates of a large number of random samples 
from a specified probability distribution (or distributions) to represent the 
role of risk in the system. Monte Carlo simulation is widely used to estimate 
risk and return in investment applications. In this setting, we simulate the 
portfolio’s profit and loss performance for a specified time horizon. Repeat-
ed trials within the simulation produce a simulated frequency distribution 
of portfolio returns from which performance and risk measures are derived. 
Another important use of Monte Carlo simulation in investments is as a tool 
for valuing complex securities for which no analytic pricing formula is avail-
able. It is also an important modeling resource for securities with complex 
embedded options.

2. Compared with analytical methods, what are the strengths and weaknesses 
of using Monte Carlo simulation for valuing securities?
Solution:

 ■ Strengths: Monte Carlo simulation can be used to price complex 
securities for which no analytic expression is available, particularly 
European-style options.

 ■ Weaknesses: Monte Carlo simulation provides only statistical esti-
mates, not exact results. Analytic methods, when available, provide 
more insight into cause-and-effect relationships than does Monte 
Carlo simulation.
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3. A Monte Carlo simulation can be used to:

A. directly provide precise valuations of call options.
B. simulate a process from historical records of returns.
C. test the sensitivity of a model to changes in assumptions—for example, 

on distributions of key variables.
Solution:
C is correct. A characteristic feature of Monte Carlo simulation is the gener-
ation of a large number of random samples from a specified probability dis-
tribution or distributions to represent the role of risk in the system. There-
fore, it is very useful for investigating the sensitivity of a model to changes in 
assumptions—for example, on distributions of key variables.

4. A limitation of Monte Carlo simulation is:

A. its failure to do “what if ” analysis.
B. that it requires historical records of returns.
C. its inability to independently specify cause-and-effect relationships.

Solution:
C is correct. Monte Carlo simulation is a complement to analytical methods. 
Monte Carlo simulation provides statistical estimates and not exact results. 
Analytical methods, when available, provide more insight into cause-and-
effect relationships.

BOOTSTRAPPING

describe the use of bootstrap resampling in conducting a simulation 
based on observed data in investment applications

Earlier, we demonstrated how to find the standard error of the sample mean, which can 
be computed based on the central limit theorem. We now introduce a computational 
tool called resampling, which repeatedly draws samples from the original observed 
data sample for the statistical inference of population parameters. Bootstrap, one 
of the most popular resampling methods, uses computer simulation for statistical 
inference without using an analytical formula such as a z-statistic or t-statistic.

The idea behind bootstrap is to mimic the process of performing random sampling 
from a population to construct the sampling distribution. The difference lies in the 
fact that we have no knowledge of what the population looks like, except for a sam-
ple with size n drawn from the population. Because a random sample offers a good 
representation of the population, we can simulate sampling from the population by 
sampling from the observed sample. In other words, the bootstrap mimics the process 
by treating the randomly drawn sample as if it were the population.

Both the bootstrap and the Monte Carlo simulation build on repetitive sampling. 
Bootstrapping resamples a dataset as the true population, and infers from the sampling 
statistical distribution parameter values (i.e., mean, variance, skewness, and kurtosis) 
for the population. Monte Carlo simulation builds on generating random data with 
certain known statistical distribution of parameter values.

4
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The right-hand side of Exhibit 6 illustrates the process. In bootstrap, we repeat-
edly draw samples from the original sample, and each resample is of the same size 
as the original sample. Note that each item drawn is replaced for the next draw (i.e., 
the identical element is put back into the group so that it can be drawn more than 
once). Although some items may appear several times in the resamples, other items 
may not appear at all.

Exhibit 6: Bootstrap Resampling

True Population Estimated
Population

True Sampling Distribution

Sample 1

Estimate 1

Sample 2 ...

Estimate 2

Sample n

Sample

Estimate n

Bootstrap Sampling Distribution

Bootstrap
Sample 1

Estimate 1

Bootstrap
Sample 2

Bootstrap
Sample “B”...

Estimate 2 Estimate B

The mechanics of implementing the simulation for valuing the contingent claim used in 
the previous lesson using the bootstrap differ only in the source of the random variable 
used. Instead of being drawn from a probability distribution, under bootstrapping, the 
random variable is drawn from the sample as described in the discussion related to 
Exhibit 6. Exhibit 7 shows the steps for the bootstrap process highlighting the differ-
ences between the bootstrap process and the Monte Carlo simulation from Exhibit 6.

Exhibit 7: Steps in Implementing Simulation using Bootstrapping

Specify the
simulation

Bootstrap Simulation

Step 1: Use the observed empirical
distribution of the asset to derive
properties of the distribution

Step 2: Draw k random values of 
stock process from the empirical
distribution using the bootstrap
procedure

Step 1: Specify the quantity of interest (i.e., 
 value of the contingent claim)

Step 2: Specify a time grid; K sub-periods
 with �t increment for the full time horizon

Step 3: Specify the method for generating
 the data used in the simulation

Step 4: Use the simulated values to 
 produce stock prices used to value
 contingent claim

Step 5: Calculate the average stock price
 and the value of the contingent 
 claim payoff

Step 6: Repeat steps 4&5 over the required
 number trials. Then calculate summary
 value (i.e., average of the present values
 of the contingent claim payoff) 

Run the
simulation

over the
specified
number of

trials
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The steps in using bootstrap to simulate the contingent claim are then (with the first 
two steps and the last three steps) the same for bootstrapping as they are for the 
Monte Carlo simulation:

1. Specify the quantity of interest in terms of underlying variables. The quan-
tity of interest is the contingent claim value, and the underlying variable 
is the stock price. Then, specify the starting value(s) of the underlying 
variable(s).
We use CiT to represent the value of the claim at maturity, T. The subscript 
i in CiT indicates that CiT is a value resulting from the ith simulation trial, 
each simulation trial involving a drawing of random values (an iteration of 
Step 4).

2. Specify a time grid that is consistent with the periodicity of the sample 
observations. Take the horizon in terms of calendar time and split it into a 
number of subperiods—say, K in total. Calendar time divided by the number 
of subperiods, K, is the time increment, Δt. In the example, calendar time 
was one year, and K is 12, so Δt equals one month.

3. Specify the method for generating the data used in the simulation. In our 
example, stock price is the underlying variable for the contingent claim, so 
we use the observed changes in stock price as our empirical distribution. We 
use the observed historical behavior of stock price processes: price changes 
or price returns.

4. Use the simulated values to produce stock prices used to value the con-
tingent claim. Using a computer program or spreadsheet function, draw K 
random values of stock process from the empirical distribution using the 
bootstrap procedure. Then, convert the stock price changes (ΔStock price) 
from Step 3 into the stock price dynamics. The calculation is necessary to 
convert those changes into a sequence of K stock prices, with the initial 
stock price as the starting value over the K subperiods. This is an import-
ant step: we rely on the distribution of the bootstrapped trials drawn from 
observed, historical stock price processes.

5. Calculate the average stock price and the value of the contingent claim. 
Another calculation produces the average stock price during the life of the 
contingent claim (the sum of K stock prices divided by K). Then, compute 
the value of the contingent claim at maturity, CiT, and then calculate its 
present value, Ci0, by discounting this terminal value using an appropriate 
interest rate as of today. (The subscript i in Ci0 stands for the ith simulation 
trial, as it does in CiT.) We have now completed one simulation trial.

6. Repeat steps 4 and 5 over the required number of trials. Iteratively, go back 
to Step 4 until the specified number of trials, I, is completed. Finally, pro-
duce summary values and statistics for the simulation. The quantity of inter-
est in our example is the mean value of Ci0 for the total number of boot-
strapping runs (I = 1,000). This mean value is the bootstrap estimate of the 
value of our contingent claim based on the observed empirical distribution.

Again, note that bootstrap simulation is a complement to analytical methods. It 
provides only statistical estimates based on the empirical distribution created by the 
bootstrapping process from observed, historical prices and price processes; these 
are not exact results. Analytical methods, where available, provide more insight into 
cause-and-effect relationships.
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QUESTION SET

1. What are the main strengths and weaknesses of bootstrapping?
Solution:
Strengths:

 ■ Bootstrapping is simple to perform.
 ■ Bootstrapping offers a good representation of the statistical features 

of the population and can simulate sampling from the population by 
sampling from the observed sample.

Weaknesses:

 ■ Bootstrapping provides only statistical estimates, not exact results.
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PRACTICE PROBLEMS

1. The weekly closing prices of Mordice Corporation shares are as follows:

Exhibit 1: Mordice Corporation Shares

Date Closing Price (euros)

1 August 112
8 August 160
15 August 120

The continuously compounded return of Mordice Corporation shares for the 
period August 1 to August 15 is closest to:

A. 6.90 percent.

B. 7.14 percent.

C. 8.95 percent.

2. In contrast to normal distributions, lognormal distributions:

A. are skewed to the left.

B. have outcomes that cannot be negative.

C. are more suitable for describing asset returns than asset prices.

3. The lognormal distribution is a more accurate model for the distribution of stock 
prices than the normal distribution because stock prices are:

A. symmetrical.

B. unbounded.

C. non-negative.

4. Analysts performing bootstrap:

A. seek to create statistical inferences of population parameters from a single 
sample.

B. repeatedly draw samples of the same size, with replacement, from the origi-
nal population.

C. must specify probability distributions for key risk factors that drive the 
underlying random variables.
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SOLUTIONS

1. A is correct. The continuously compounded return of an asset over a period is 
equal to the natural log of the asset’s price change during the period. In this case, 
ln(120/112) = 6.90%.
Note that the continuously compounded return from period 0 to period T is the 
sum of the incremental one-period continuously compounded returns, which in 
this case are weekly returns. Specifically:

 Week 1 return: ln(160/112) = 35.67%.

 Week 2 return: ln(120/160) = –28.77%.

 Continuously compounded return = 35.67% + –28.77% = 6.90%.

2. B is correct. By definition, lognormal random variables cannot have negative 
values (bounded below by 0) and have distributions that are skewed to the right.

3. C is correct. A lognormal distributed variable has a lower bound of zero. The log-
normal distribution is also right skewed, which is a useful property in describing 
asset prices.

4. A is correct. Bootstrapping through random sampling generates the observed 
variable from a random sampling with unknown population parameters. The an-
alyst does not know the true population distribution, but through sampling can 
infer the population parameters from the randomly generated sample. B is incor-
rect because, when performing bootstrap, the analyst repeatedly draws samples 
from the original sample and not population, where each individual resample has 
the same size as the original sample and each item drawn is replaced for the next 
draw. C is incorrect because, when performing bootstrap, analysts simply use the 
observed empirical distribution of the underlying variables. In a Monte Carlo 
simulation, in contrast, the analyst would specify probability distributions for key 
risk factors that drive the underlying variables.
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LEARNING OUTCOMES
Mastery The candidate should be able to:

compare and contrast simple random, stratified random, cluster, 
convenience, and judgmental sampling and their implications for 
sampling error in an investment problem
explain the central limit theorem and its importance for the 
distribution and standard error of the sample mean
describe the use of resampling (bootstrap, jackknife) to estimate the 
sampling distribution of a statistic

INTRODUCTION

In this Learning Module, we present the various methods for obtaining information 
on a population (all members of a specified group) through samples (part of the 
population). The information on a population that we seek usually concerns the value 
of a parameter, a quantity computed from or used to describe a population of data. 
In Lesson 1 we introduce sampling, which we use a sample to estimate a parameter; 
we make use of sample statistics. A statistic is a quantity computed from or used to 
describe a sample of data.

Supposing that a sample is representative of the underlying population, how can 
the analyst assess the sampling error in estimating a population parameter? In Lesson 
2, the Central Limit Theorem helps us understand the sampling distribution of the 
sample mean in many of the estimation problems we face. This provides guidance 
on how closely a sample mean can be expected to match its underlying population 
mean, allowing an analyst to use the sampling distribution to assess the accuracy 
of the sample and test hypotheses about the underlying parameter. Lesson 3 covers 
various resampling approaches.

1

L E A R N I N G  M O D U L E
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LEARNING MODULE OVERVIEW

 ■ Of the two types of sampling methods, probability sampling 
includes simple random sampling and stratified random sam-
pling, and non-probability sampling includes convenience sampling 
and judgmental sampling. Probability sampling involves equal chance 
of sample selection, while non-probability sampling has a significant 
risk of being non-representative.

 ■ Sampling error is the difference between the observed value of a 
statistic and the quantity it is intended to estimate as a result of using 
subsets of the population.

 ■ Non-probability sampling methods rely not on a fixed selection 
process but instead on a researcher’s sample selection capabilities. Its 
advantages include quick and low-cost data collection, and can apply 
expert judgment for efficient sample selection.

 ■ The Central Limit Theorem is defined as follows: Given a popula-
tion described by any probability distribution with mean µ and finite 
variance σ2, the sampling distribution of the sample mean   

_
 X   computed 

from random samples of size n from this population will be approxi-
mately normal with mean µ (the population mean) and variance σ2/n 
(the population variance divided by n) when the sample size n is large.

 ■ The standard error of the sample mean is an important quantity in 
applying the central limit theorem in practice. It is typically estimated 
using the square root of the sample variance, calculated as follows:

   s   2  =   
 ∑ 

i=1
  

n
     ( X  i   −  

_
 X )    2  
  ____________ n − 1   .

 ■ The central limit theorem shows that when sampling from any dis-
tribution, the sample mean distribution will have these two proper-
ties when the sample size is large: (1) the distribution of the sample 
mean    

_
 X    will be approximately normal, and (2) the mean of the distri-

bution of   
_

 X   will be equal to the mean of the population from which 
samples are drawn.

 ■ Bootstrap, a popular resampling method which repeatedly draws 
samples of the same size as the original sample, uses computer simu-
lation for statistical inference without using an analytical formula such 
as a z-statistic or t-statistic. It can be used as a simple but powerful 
method for any complicated estimators such as the standard error of a 
sample mean.

 ■ Bootstrap has potential advantages in accuracy. Given these advan-
tages, it can be applied widely in finance, such as for historical simula-
tions in asset allocation or in gauging an investment strategy’s perfor-
mance against a benchmark.

 ■ Jackknife is another resampling technique with samples selected by 
taking the original observed data sample and leaving out one obser-
vation at a time from the set (and not replacing it). Jackknife is often 
used to reduce the bias of an estimator, and other applications include 
finding the standard error and confidence interval of an estimator.
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SAMPLING METHODS

compare and contrast simple random, stratified random, cluster, 
convenience, and judgmental sampling and their implications for 
sampling error in an investment problem

We take samples for one of two reasons. In some cases, we cannot possibly examine 
every member of the population. In other cases, examining every member of the 
population would not be economically efficient. Thus, savings of time and money 
are two primary factors that cause an analyst to use sampling to answer a question 
about a population.

There are two types of sampling methods: probability sampling and non-probability 
sampling. Probability sampling gives every member of the population an equal chance 
of being selected. Hence it can create a sample that is representative of the popula-
tion. In contrast, non-probability sampling depends on factors other than probabil-
ity considerations, such as a sampler’s judgment or the convenience to access data. 
Consequently, there is a significant risk that non-probability sampling might generate 
a non-representative sample. In general, all else being equal, probability sampling can 
yield more accuracy and reliability compared with non-probability sampling.

We first focus on probability sampling, particularly the widely used simple ran-
dom sampling and stratified random sampling. We then turn our attention to 
non-probability sampling.

Simple Random Sampling
Suppose a wireless equipment analyst wants to know how much major customers will 
spend on average for equipment during the coming year. One strategy is to survey 
the population of wireless equipment customers and inquire what their purchasing 
plans are. Surveying all companies, however, would be very costly in terms of time 
and money.

Alternatively, the analyst can collect a representative sample of companies and 
survey them about upcoming wireless equipment expenditures. In this case, the analyst 
will compute the sample mean expenditure,    

_
 X   , a statistic. This strategy has a substantial 

advantage over polling the whole population because it can be accomplished more 
quickly and at lower cost.

Sampling, however, introduces error. The error arises because not all of the com-
panies in the population are surveyed. The analyst who decides to sample is trading 
time and money for sampling error.

When an analyst chooses to sample, they must formulate a sampling plan. A 
sampling plan is the set of rules used to select a sample. The basic type of sample 
from which we can draw statistically sound conclusions about a population is the 
simple random sample.

A simple random sample is a subset of a larger population created in such a 
way that each element of the population has an equal probability of being selected 
to the subset.

The procedure of drawing a sample to satisfy the definition of a simple random 
sample is called simple random sampling. Simple random sampling is particularly 
useful when data in the population is homogeneous—that is, the characteristics of 
the data or observations (e.g., size or region) are broadly similar. If this condition is 
not satisfied, other types of sampling may be more appropriate.

2
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Systematic sampling can be used when we cannot code (or even identify) all the 
members of a population. With systematic sampling, we select every kth member 
until we have a sample of the desired size. The sample that results from this procedure 
should be approximately random.

Suppose the wireless equipment analyst polls a random sample of wireless equip-
ment customers to determine the average equipment expenditure. The derived sample 
mean will provide the analyst with an estimate of the population mean expenditure. 
The mean obtained from the sample this way will differ from the population mean 
that we are trying to estimate. It is subject to error. An important part of this error is 
known as sampling error, which comes from sampling variation and occurs because 
we have data on only a subset of the population.

Sampling error is the difference between the observed value of a statistic and 
the quantity it is intended to estimate as a result of using subsets of the population.

A random sample reflects the properties of the population in an unbiased way, 
and sample statistics, such as the sample mean, computed on the basis of a random 
sample are valid estimates of the underlying population parameters. Thus a sample 
statistic is a random variable. In other words, not only do the original data from the 
population have a distribution but so does the sample statistic. This distribution is 
the statistic’s sampling distribution.

Sampling distribution of a statistic is the distribution of all the distinct possible 
values that the statistic can assume when computed from samples of the same size 
randomly drawn from the same population.

In the case of the sample mean, for example, we refer to the “sampling distribution 
of the sample mean” or the distribution of the sample mean. We will have more to 
say about sampling distributions later in this text. Next, we look at another sampling 
method that is useful in investment analysis.

Stratified Random Sampling
The simple random sampling method just discussed may not be the best approach in 
all situations. One frequently used alternative is stratified random sampling.

In stratified random sampling, the population is divided into subpopulations 
(strata) based on one or more classification criteria. Simple random samples are then 
drawn from each stratum in sizes proportional to the relative size of each stratum in 
the population. These samples are then pooled to form a stratified random sample.

In contrast to simple random sampling, stratified random sampling guarantees 
that population subdivisions of interest are represented in the sample. Another 
advantage is that estimates of parameters produced from stratified sampling have 
greater precision—that is, smaller variance or dispersion—than estimates obtained 
from simple random sampling.

Bond indexing is one area in which stratified sampling is frequently applied. 
Indexing is an investment strategy in which an investor constructs a portfolio to 
mirror the performance of a specified index. In pure bond indexing, also called the 
full-replication approach, the investor attempts to fully replicate an index by owning 
all the bonds in the index in proportion to their market value weights. Many bond 
indexes consist of thousands of issues, however, so pure bond indexing is difficult to 
implement. In addition, transaction costs would be high because many bonds do not 
have liquid markets.

Although a simple random sample could be a solution to the cost problem, the 
sample would probably not match the index’s major risk factors, such as interest rate 
sensitivity. Because the major risk factors of fixed-income portfolios are well known 
and quantifiable, stratified sampling offers a more effective approach. In this approach, 
we divide the population of index bonds into groups of similar duration (interest rate 
sensitivity), cash flow distribution, sector, credit quality, and call exposure. We refer 
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to each group as a stratum or cell (a term frequently used in this context). Then, we 
choose a sample from each stratum proportional to the relative market weighting of 
the stratum in the index to be replicated.

EXAMPLE 1

Bond Indexes and Stratified Sampling

Suppose you are the manager of a portfolio of bonds indexed to the Bloomberg 
Barclays US Government/Credit Index, meaning that the portfolio returns 
should be similar to those of the index. You are exploring several approaches to 
indexing, including a stratified sampling approach. You first distinguish among 
agency bonds, US Treasury bonds, and investment-grade corporate bonds. For 
each of these three groups, you define 10 maturity intervals—1 to 2 years, 2 
to 3 years, 3 to 4 years, 4 to 6 years, 6 to 8 years, 8 to 10 years, 10 to 12 years, 
12 to 15 years, 15 to 20 years, and 20 to 30 years—and also separate the bonds 
with coupons (annual interest rates) of 6 percent or less from the bonds with 
coupons of more than 6 percent.

1. How many cells or strata does this sampling plan entail?
Solution:
We have 3 issuer classifications, 10 maturity classifications, and 2 coupon 
classifications. So, in total, this plan entails 3(10)(2) = 60 different strata or 
cells.

2. If you use this sampling plan, what is the minimum number of issues the 
indexed portfolio can have? 
Solution:
One cannot have less than 1 issue for each cell, so the portfolio must include 
at least 60 issues.

3. Suppose that in selecting among the securities that qualify for selection 
within each cell, you apply a criterion concerning the liquidity of the securi-
ty’s market. Is the sample obtained random? Explain your answer. 
Solution
Applying any additional criteria to the selection of securities for the cells, 
not every security that might be included has an equal probability of being 
selected. There is no proportionality in the selection, and as a result, the 
sampling is not random. In practice, indexing using stratified sampling 
usually does not strictly involve random sampling because the selection of 
bond issues within cells is subject to various additional criteria. Because the 
purpose of sampling in this application is not to make an inference about a 
population parameter but rather to index a portfolio, lack of randomness is 
not in itself a problem in this application of stratified sampling.

Cluster Sampling
Another sampling method, cluster sampling, also requires the division or classifica-
tion of the population into subpopulation groups, called clusters. In this method, the 
population is divided into clusters, each of which is essentially a mini-representation 
of the entire populations. Then certain clusters are chosen as a whole using simple 
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random sampling. If all the members in each sampled cluster are sampled, this sample 
plan is referred to as one-stage cluster sampling. If a subsample is randomly selected 
from each selected cluster, then the plan is referred as two-stage cluster sampling. 
Exhibit 1 (bottom-right panel) shows how cluster sampling works and how it compares 
with the other probability sampling methods.

Exhibit 1: Probability Sampling

Simple random sample

Stratified sample Cluster sample

Subdivision
(strata)

Subdivision
(strata)

Systematic sample

Clusters

A major difference between cluster and stratified random samples is that in cluster 
sampling, a whole cluster is regarded as a sampling unit and only sampled clusters are 
included. In stratified random sampling, however, all the strata are included and only 
specific elements within each stratum are then selected as sampling units.

Cluster sampling is commonly used for broad market surveys, and the most 
popular version identifies clusters based on geographic parameters. For example, a 
research institute is looking to survey if individual investors in the United States are 
bullish, bearish, or neutral on the stock market. It would be impossible to carry out 
the research by surveying all the individual investors in the country. The two-stage 
cluster sampling is a good solution in this case. In the first stage, a researcher can 
group the population by states and all the individual investors of each state represent 
a cluster. A handful of the clusters are then randomly selected. At the second stage, a 
simple random sample of individual investors is selected from each sampled cluster 
to conduct the survey.

Compared with other probability sampling methods, given equal sample size, clus-
ter sampling usually yields lower accuracy because a sample from a cluster might be 
less representative of the entire population. Its major advantage, however, is offering 
the most time-efficient and cost-efficient probability sampling plan for analyzing a 
vast population.

Non-Probability Sampling
Non-probability sampling methods rely not on a fixed selection process but instead 
on a researcher’s sample selection capabilities. We introduce two major types of 
non-probability sampling methods here.

 ■ Convenience Sampling: In this method, an element is selected from the 
population based on whether or not it is accessible to a researcher or on 
how easy it is for a researcher to access the element. The samples are not 
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necessarily representative of the entire population, and hence the level of 
sampling accuracy could be limited. The advantage of convenience sam-
pling is that data can be collected quickly at a low cost. In situations such 
as the preliminary stage of research or in circumstances subject to cost con-
straints, convenience sampling is often used as a time-efficient and cost-ef-
fective sampling plan for a small-scale pilot study before testing a large-scale 
and more representative sample.

 ■ Judgmental Sampling: This sampling process involves selectively handpick-
ing elements from the population based on a researcher’s knowledge and 
professional judgment. Sample selection under judgmental sampling can 
be affected by the bias of the researcher and might lead to skewed results 
that do not represent the whole population. In circumstances where there 
is a time constraint, however, or when the specialty of researchers is critical 
to select a more representative sample than by using other probability or 
non-probability sampling methods, judgmental sampling allows researchers 
to go directly to the target population of interest. For example, when audit-
ing financial statements, seasoned auditors can apply their sound judgment 
to select accounts or transactions that can provide sufficient audit coverage. 
Example 2 illustrates an application of these sampling methods.

EXAMPLE 2

Demonstrating the Power of Sampling

To demonstrate the power of sampling, we conduct two sampling experiments 
on a large dataset. The full dataset is the “population,” representing daily returns 
of the fictitious Euro-Asia-Africa (EAA) Equity Index. This dataset spans a five-
year period and consists of 1,258 observations of daily returns with a minimum 
value of −4.1 percent and a maximum value of 5.0 percent.

First, we calculate the mean daily return of the EAA Equity Index (using 
the population).

By taking the average of all the data points, the mean of the entire daily 
return series is computed as 0.035 percent.

First Experiment: Random Sampling
The sample size m is set to 5, 10, 20, 50, 100, 200, 500, and 1,000. At each sample 
size, we run random sampling multiple times (N = 100) to collect 100 samples 
to compute mean absolute error. The aim is to compute and plot the mean error 
versus the sample size.

For a given sample size m, we use a random sampling procedure to compute 
mean absolute error in order to measure sampling error.

By applying this procedure, we compute mean absolute errors for eight 
different sample sizes: m = 5, 10, 20, 50, 100, 200, 500, and 1000.

Second Experiment: Stratified Random Sampling
We now conduct stratified random sampling by dividing daily returns into 
groups by year. The sample size m is again set to 5, 10, 20, 50, 100, 200, 500, and 
1,000. At each sample size, we run random sampling multiple times (N = 100) 
to collect 100 samples to compute mean absolute error.
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We follow the same steps as before, except for the first step. Rather than 
running a simple random sampling, we conduct stratified random sampling—that 
is, randomly selecting subsamples of equal number from daily return groups by 
year to generate a full sample. For example, for a sample of 50, 10 data points are 
randomly selected from daily returns of each year from 2014 to 2018, respectively. 
Exhibit 2 summarizes the results.

Exhibit 2: Mean Absolute Errors under Different Sampling Procedures

Mean Absolute Error of Random Sampling

Sample size 5 10 20 50 100 200 500 1,000

Mean absolute 
error

0.297% 0.218% 0.163% 0.091% 0.063% 0.039% 0.019% 0.009%

Mean Absolute Error of Stratified Random Sampling

Sample size 5 10 20 50 100 200 500 1,000

Mean absolute 
error

0.294% 0.205% 0.152% 0.083% 0.071% 0.051% 0.025% 0.008%

Under both random sampling and stratified sampling mean absolute errors 
quickly shrink as sample size increases. Stratified sampling produces smaller 
mean absolute errors as it more accurately reflects the character of the pop-
ulation, but this difference shrinks—and in this case actually expands—as the 
sample size increases.

Exhibit 2 also indicates that a minimum sample size is needed to limit sam-
ple error and achieve a certain level of accuracy. After a certain size, however, 
there is little incremental benefit from adding more observations (200 to 400 
in this case).

Sampling from Different Distributions
In practice, in addition to selecting appropriate sampling methods, we also need to 
be careful when sampling from a population that is not under one single distribution. 
Example 3 illustrates the problems that can arise when sampling from more than one 
distribution.
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EXAMPLE 3

Calculating Sharpe Ratios: One or Two Years of Quarterly 
Data

Analysts often use the Sharpe ratio to evaluate the performance of a managed 
portfolio. The Sharpe ratio is the average return in excess of the risk-free rate 
divided by the standard deviation of returns. This ratio measures the return of 
a fund or a security above the risk-free rate (the excess return) earned per unit 
of standard deviation of return.

To compute the Sharpe ratio, suppose that an analyst collects eight quarterly 
excess returns (i.e., total return in excess of the risk-free rate). During the first 
year, the investment manager of the portfolio followed a low-risk strategy, and 
during the second year, the manager followed a high-risk strategy. For each of 
these years, the analyst also tracks the quarterly excess returns of some bench-
mark against which the manager will be evaluated. For each of the two years, 
the Sharpe ratio for the benchmark is 0.21. Exhibit 3 gives the calculation of the 
Sharpe ratio of the portfolio.

Exhibit 3: Calculation of Sharpe Ratios: Low-Risk and High-Risk Strategies

Quarter/Measure
Year 1 

Excess Returns
Year 2 

Excess Returns

Quarter 1 −3% −12%
Quarter 2 5 20
Quarter 3 −3 −12
Quarter 4 5 20
Quarterly average 1% 4%
Quarterly standard deviation 4.62% 18.48%

Sharpe ratio = 0.22 = 1/4.62 = 4/18.48

For the first year, during which the manager followed a low-risk strategy, the 
average quarterly return in excess of the risk-free rate was 1 percent with a 
standard deviation of 4.62 percent. The Sharpe ratio is thus 1/4.62 = 0.22. The 
second year’s results mirror the first year except for the higher average return 
and volatility. The Sharpe ratio for the second year is 4/18.48 = 0.22. The Sharpe 
ratio for the benchmark is 0.21 during the first and second years. Because larger 
Sharpe ratios are better than smaller ones (providing more return per unit of 
risk), the manager appears to have outperformed the benchmark.

Now, suppose the analyst believes a larger sample to be superior to a small 
one. She thus decides to pool the two years together and calculate a Sharpe 
ratio based on eight quarterly observations. The average quarterly excess return 
for the two years is the average of each year’s average excess return. For the 
two-year period, the average excess return is (1 + 4)/2 = 2.5% per quarter. The 
standard deviation for all eight quarters measured from the sample mean of 2.5 
percent is 12.57 percent. The portfolio’s Sharpe ratio for the two-year period is 
now 2.5/12.57 = 0.199; the Sharpe ratio for the benchmark remains 0.21. Thus, 
when returns for the two-year period are pooled, the manager appears to have 
provided less return per unit of risk than the benchmark and less when compared 
with the separate yearly results.
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The problem with using eight quarters of return data is that the analyst has 
violated the assumption that the sampled returns come from the same population. 
As a result of the change in the manager’s investment strategy, returns in Year 
2 followed a different distribution than returns in Year 1. Clearly, during Year 
1, returns were generated by an underlying population with lower mean and 
variance than the population of the second year. Combining the results for the 
first and second years yielded a sample that was representative of no population. 
Because the larger sample did not satisfy model assumptions, any conclusions the 
analyst reached based on the larger sample are incorrect. For this example, she 
was better off using a smaller sample than a larger sample because the smaller 
sample represented a more homogeneous distribution of returns.

QUESTION SET 

An analyst is studying research and development (R&D) spending 
by pharmaceutical companies around the world. She considers three 
sampling methods for understanding a company’s level of R&D. Method 1 is to 
simply use all the data available to her from an internal database that she and 
her colleagues built while researching several dozen representative stocks in 
the sector. Method 2 involves relying on a commercial database provided by a 
data vendor. She would select every fifth pharmaceutical company on the list to 
pull the data. Method 3 is to first divide pharmaceutical companies in the com-
mercial database into three groups according to the region where a company is 
headquartered (e.g., Asia, Europe, or North America) and then randomly select 
a subsample of companies from each group, with the sample size proportional 
to the size of its associated group in order to form a complete sample.

1. Method 1 is an example of:

A. simple random sampling.
B. stratified random sampling.
C. convenience sampling.

Solution:
C is correct. The analyst selects the data from the internal database because 
they are easy and convenient to access.

2. Method 2 is an example of:

A. judgmental sampling.
B. systematic sampling.
C. cluster sampling.

Solution:
B is correct. The sample elements are selected with a fixed interval (k = 5) 
from the large population provided by data vendor.

3. Method 3 is an example of:

A. simple random sampling.
B. stratified random sampling.
C. cluster sampling.

Solution:
B is correct. The population of pharmaceutical companies is divided into 
three strata by region to perform random sampling individually.
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4. Perkiomen Kinzua, a seasoned auditor, is auditing last year’s transactions for 
Conemaugh Corporation. Unfortunately, Conemaugh had a very large num-
ber of transactions, and Kinzua is under a time constraint to finish the audit. 
He decides to audit only the small subset of the transaction population that 
is of interest and to use sampling to create that subset.

The most appropriate sampling method for Kinzua to use is:

A. judgmental sampling.
B. systematic sampling.
C. convenience sampling.

Solution:
A is correct. With judgmental sampling, Kinzua will use his knowledge and 
professional judgment as a seasoned auditor to select transactions of inter-
est from the population. This approach will allow Kinzua to create a sample 
that is representative of the population and that will provide sufficient audit 
coverage. Judgmental sampling is useful in cases that have a time constraint 
or in which the specialty of researchers is critical to select a more represen-
tative sample than by using other probability or non-probability sampling 
methods. Judgment sampling, however, entails the risk that Kinzua is biased 
in his selections, leading to skewed results that are not representative of the 
whole population.

CENTRAL LIMIT THEOREM AND INFERENCE

explain the central limit theorem and its importance for the 
distribution and standard error of the sample mean

Earlier we presented a wireless equipment analyst who decided to sample in order to 
estimate mean planned capital expenditures by the customers of wireless equipment 
vendors. Supposing that the sample is representative of the underlying population, 
how can the analyst assess the sampling error in estimating the population mean?

The sample mean is itself a random variable with a probability distribution called 
the statistic’s sampling distribution. To estimate how closely the sample mean can be 
expected to match the underlying population mean, the analyst needs to understand 
the sampling distribution of the mean. The central limit theorem helps us understand 
the sampling distribution of the mean in many of the estimation problems we face.

The Central Limit Theorem
To explain the central limit theorem, we will revisit the daily returns of the fictitious 
Euro-Asia-Africa Equity Index shown earlier. The dataset (the population) consists of 
daily returns of the index over a five-year period. The 1,258 return observations have 
a population mean of 0.035 percent.

We conduct four different sets of random sampling from the population. We first 
draw a random sample of 10 daily returns and obtain a sample mean. We repeat this 
exercise 99 more times, drawing a total of 100 samples of 10 daily returns. We plot 
the sample mean results in a histogram, as shown in the top left panel of Exhibit 4. 
We then repeat the process with a larger sample size of 50 daily returns. We draw 100 

3
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samples of 50 daily returns and plot the results (the mean returns) in the histogram 
shown in the top-right panel of Exhibit 4. We then repeat the process for sample sizes 
of 100 and 300 daily returns, respectively, again drawing 100 samples in each case. 
These results appear in the bottom-left and bottom-right panels of Exhibit 4. Looking 
at all four panels together, we observe that the larger the sample size, the more closely 
the histogram follows the shape of normal distribution.

Exhibit 4: Sampling Distribution with Increasing Sample Size

A. Sample Size n = 10
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C. Sample Size n = 100
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B. Sample Size n = 50
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D. Sample Size n = 300

2525

2020

1515

1010

55

00

0.20.2–0.4–0.4 –0.2–0.2 00–0.6–0.6 0.40.4 0.60.6

Sample Mean

The results of this exercise show that as we increase the size of a random sample, the 
distribution of the sample means tends towards a normal distribution and the sam-
pling error of the sample mean is reduced. This is a significant outcome and brings 
us to the central limit theorem concept, one of the most practically useful theorems 
in probability theory. It has important implications for how we construct confidence 
intervals and test hypotheses. Formally, the central limit theorem is stated as follows:

 ■ Central Limit Theorem. Given a population described by any probability 
distribution having mean µ and finite variance σ2, the sampling distribu-
tion of the sample mean    

_
 X    computed from random samples of size n from 

this population will be approximately normal with mean µ (the population 
mean) and variance σ2/n (the population variance divided by n) when the 
sample size n is large.
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Consider what the expression σ2/n signifies. Variance (σ2) stays the same, but as n 
increases, the size of the fraction decreases. This suggests that it becomes progressively 
less common to obtain a sample mean that is far from the true population mean with 
progressively larger sample sizes.

The central limit theorem allows us to make quite precise probability statements 
about the population mean by using the sample mean, regardless of the population 
distribution (so long as it has finite variance), because the sample mean follows an 
approximate normal distribution for large-size samples. The obvious question is, 
“When is a sample’s size large enough that we can assume the sample mean is nor-
mally distributed?” In general, when sample size n is greater than or equal to 30, we 
can assume that the sample mean is approximately normally distributed. When the 
underlying population is very non-normal, a sample size well in excess of 30 may be 
required for the normal distribution to be a good description of the sampling distri-
bution of the mean.

Standard Error of the Sample Mean
The central limit theorem states that the variance of the distribution of the sample 
mean is σ2/n. The positive square root of variance is standard deviation. The standard 
deviation of a sample statistic is known as the standard error of the statistic. The 
standard error of the sample mean is an important quantity in applying the central 
limit theorem in practice.

 ■ Definition of the Standard Error of the Sample Mean. For sample mean    
_

 X    
calculated from a sample generated by a population with standard deviation 
σ, the standard error of the sample mean is given by one of two expressions:

   σ    
_

 X     =   σ _  √ 
_

 n     , (1)

when we know σ, the population standard deviation, or by

   s    
_

 X     =   s _  √ 
_

 n     , (2)

when we do not know the population standard deviation and need to use 
the sample standard deviation, s, to estimate it.

In practice, we almost always need to use Equation 2. The estimate of s is given 
by the square root of the sample variance, s2, calculated as follows:

   s   2  =   
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    2  
  ___________ n − 1   . (3)

Note that although the standard error is the standard deviation of the sampling dis-
tribution of the parameter, “standard deviation” in general and “standard error” are 
two distinct concepts, and the terms are not interchangeable.

Simply put, standard deviation measures the dispersion of the data from the mean, 
whereas standard error measures how much inaccuracy of a population parameter 
estimate comes from sampling. The contrast between standard deviation and standard 
error reflects the distinction between data description and inference. If we want to 
draw conclusions about how spread out the data are, standard deviation is the statis-
tic to use. If we want to find out how precise the estimate of a population parameter 
from sampled data is relative to its true value, standard error is the statistic to use.

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 7 Estimation and Inference208

In another learning module we will see how the sample mean and its standard error 
are used in hypothesis testing to make probability statements about the population 
mean. To summarize, the central limit theorem tells us that when we sample from any 
distribution, the distribution of the sample mean will have the following properties 
as long as our sample size is large:

 ■ The distribution of the sample mean    
_

 X    will be approximately normal.
 ■ The mean of the distribution of    

_
 X    will be equal to the mean of the popula-

tion from which the samples are drawn.
 ■ The variance of the distribution of    

_
 X    will be equal to the variance of the 

population divided by the sample size.

QUESTION SET 

A research analyst makes two statements about repeated random 
sampling:

Statement 1 When repeatedly drawing large samples from datasets, the sam-
ple means are approximately normally distributed.

Statement 2 The underlying population from which samples are drawn must 
be normally distributed in order for the sample mean to be nor-
mally distributed.

1. Which of the following best describes the validity of the analyst’s 
statements?

A. Statement 1 is false; Statement 2 is true.
B. Both statements are true.
C. Statement 1 is true; Statement 2 is false.

Solution:
C is correct. According to the central limit theorem, Statement 1 is true. 
Statement 2 is false because the underlying population does not need 
to be normally distributed in order for the sample mean to be normally 
distributed.

2. Although he knows security returns are not independent, a colleague makes 
the claim that because of the central limit theorem, if we diversify across a 
large number of investments, the portfolio standard deviation will eventual-
ly approach zero as n becomes large. Is he correct? 
Solution:
No. First the conclusion on the limit of zero is wrong; second, the support 
cited for drawing the conclusion (i.e., the central limit theorem) is not rele-
vant in this context.

3. Why is the central limit theorem important?
Solution:
In many instances, the distribution that describes the underlying population 
is not normal or the distribution is not known. The central limit theorem 
states that if the sample size is large, regardless of the shape of the under-
lying population, the distribution of the sample mean is approximately 
normal. Therefore, even in these instances, we can still construct confidence 
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intervals (and conduct tests of inference) as long as the sample size is large 
(generally n ≥ 30).

4. What is wrong with the following statement of the central limit theorem? 

Central Limit Theorem. “If the random variables X1, X2, X3, …, Xn are a ran-
dom sample of size n from any distribution with finite mean μ and variance 
σ2, then the distribution of    

_
 X    will be approximately normal, with a standard 

deviation of  σ /  √ 
_

 n   .”
Solution:
The statement makes the following mistakes:
• Given the conditions in the statement, the distribution of    

_
 X    will be approx-

imately normal only for large sample sizes.
• The statement omits the important element of the central limit theorem 
that the distribution of    

_
 X    will have mean μ.

5. Peter Biggs wants to know how growth managers performed last year. Biggs 
assumes that the population cross-sectional standard deviation of growth 
manager returns is 6 percent and that the returns are independent across 
managers. 

A. How large a random sample does Biggs need if he wants the standard 
deviation of the sample means to be 1 percent?

B. How large a random sample does Biggs need if he wants the standard 
deviation of the sample means to be 0.25 percent?

Solution:
A. The standard deviation or standard error of the sample mean is   σ    

_
 X     = σ /  

√ 
_

 n   . Substituting in the values for   σ    
_

 X      and σ, we have 1% =  6 %  /  √ 
_

 n   , or   √ 
_

 n    = 6. 
Squaring this value, we get a random sample of n = 36.
B. As in Part A, the standard deviation of sample mean is   σ    

_
 X     = σ /  √ 

_
 n   . 

Substituting in the values for   σ    
_

 X      and σ, we have 0.25% =  6 %  /  √ 
_

 n   , or   √ 
_

 n    = 24. 
Squaring this value, we get a random sample of n = 576, which is substan-
tially larger than for Part A of this question.

BOOTSTRAPPING AND EMPIRICAL SAMPLING 
DISTRIBUTIONS

describe the use of resampling (bootstrap, jackknife) to estimate the 
sampling distribution of a statistic

We demonstrated how to find the standard error of the sample mean, based on the 
central limit theorem. We return to the computational tool called resampling, which 
repeatedly draws samples from the original observed data sample for the statistical 
inference of population parameters. Bootstrap, one of the most popular resampling 
methods, uses computer simulation for statistical inference without using an analytical 
formula such as a z-statistic or t-statistic.

4
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In bootstrap, we repeatedly draw samples from the original sample, and each 
resample is of the same size as the original sample. Note that each item drawn is 
replaced for the next draw (i.e., the identical element is put back into the group so 
that it can be drawn more than once). Assuming we are looking to find the standard 
error of sample mean, we take many resamples and then compute the mean of each 
resample. Note that although some items may appear several times in the resamples, 
other items may not appear at all.

Exhibit 5: Bootstrap Resampling

True Population Estimated
Population

True Sampling Distribution

Sample 1

Estimate 1

Sample 2 ...

Estimate 2

Sample n

Sample

Estimate n

Bootstrap Sampling Distribution

Bootstrap
Sample 1

Estimate 1

Bootstrap
Sample 2

Bootstrap
Sample “B”...

Estimate 2 Estimate B

Subsequently, we construct a sampling distribution with these resamples. The bootstrap 
sampling distribution (right-hand side of Exhibit 5) will approximate the true sampling 
distribution. We estimate the standard error of the sample mean using Equation 4. Note 
that to distinguish the foregoing resampling process from other types of resampling, 
it is often called model-free resampling or non-parametric resampling.

   s    
_

 X     =  √ 
___________________

    1 _ B − 1    ∑ 
b=1

  
B
      (   ̂  θ    b   −   

_
 θ  )    

2
    , (4)

where:

   S    
_

 X      = the estimate of the standard error of the sample mean,

 B = the number of resamples drawn from the original sample,

     ̂  θ    b    = the mean of a resample, and

    
_

 θ    = the mean across all the resample means.

Bootstrap is one of the most powerful and widely used tools for statistical infer-
ence. As we have explained, it can be used to estimate the standard error of a sample 
mean. Similarly, bootstrap can be used to find the standard error or construct confi-
dence intervals for the statistic of other population parameters, such as the median, 
which does not apply to the previously discussed methodologies. Compared with 
conventional statistical methods, bootstrap does not rely on an analytical formula to 
estimate the distribution of the estimators. It is a simple but powerful method for any 
complicated estimators and particularly useful when no analytical formula is available. 
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In addition, bootstrap has potential advantages in accuracy. Given these advantages, 
bootstrap can be applied widely in finance, such as for historical simulations in asset 
allocation or in gauging an investment strategy’s performance against a benchmark.

EXAMPLE 4

Bootstrap Resampling Illustration

Exhibit 6 displays a set of 12 monthly returns of a rarely traded stock, shown 
in Column A. Our aim is to calculate the standard error of the sample mean. 
Using the bootstrap resampling method, a series of bootstrap samples, labelled 
as “resamples” (with replacement) are drawn from the sample of 12 returns. 
Notice how some of the returns from data sample in Column A feature more 
than once in some of the resamples (e.g., 0.055 features twice in Resample 1).

 

Exhibit 6: Rarely Traded Stock, 12 Monthly Returns
 

 

Column A Resample 1 Resample 2 Resample 3
Resample 

1,000

−0.096 0.055 −0.096 −0.033 … −0.072
−0.132 −0.033 0.055 −0.132 … 0.255
−0.191 0.255 0.055 −0.157 … 0.055
−0.096 −0.033 −0.157 0.255 … 0.296

0.055 0.255 −0.096 −0.132 … 0.055
−0.053 −0.157 −0.053 −0.191 … −0.096
−0.033 −0.053 −0.096 0.055 … 0.296

0.296 −0.191 −0.132 0.255 … −0.132
0.055 −0.132 −0.132 0.296 … 0.055

−0.072 −0.096 0.055 −0.096 … −0.096
0.255 0.055 −0.072 0.055 … −0.191

−0.157 −0.157 −0.053 −0.157 … 0.055

Sample mean −0.019 −0.060 0.001 … 0.040
 

Drawing 1,000 such samples, we obtain 1,000 sample means. The mean across 
all resample means is −0.01367. The sum of squares of the differences between 
each sample mean and the mean across all resample means (  ∑ b=1  

B
     (   ̂  θ    b   −   

_
 θ  )    

2
   ) 

is 1.94143. Using Equation 4, we calculate an estimate of the standard error of 
the sample mean:

   s    
_

 X     =  √ 
___________________

    1 _ B − 1    ∑ 
b=1

  
B
      (   ̂  θ    b   −   

_
 θ  )    

2
    =  √ 

____________

    1 _ 999   × 1.94143   = 0.04408 .

Jackknife is another resampling technique for statistical inference of population 
parameters. Unlike bootstrap, which repeatedly draws samples with replacement, 
jackknife samples are selected by taking the original observed data sample and leaving 
out one observation at a time from the set (and not replacing it). Jackknife method is 
often used to reduce the bias of an estimator, and other applications include finding 
the standard error and confidence interval of an estimator. According to its compu-
tation procedure, we can conclude that jackknife produces similar results for every 
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run, whereas bootstrap usually gives different results because bootstrap resamples 
are randomly drawn. For a sample of size n, jackknife usually requires n repetitions, 
whereas with bootstrap, we are left to determine how many repetitions are appropriate.

QUESTION SET 

1. An analyst in a real estate investment company is researching the 
housing market of the Greater Boston area. From a sample of collected 
house sale price data in the past year, she estimates the median house price 
of the area. To find the standard error of the estimated median, she is con-
sidering two options:

Option 1: The standard error of the sample median can be given by   s _  √ 
_

 n     , 

where s denotes the sample standard deviation and n denotes the sample 
size.

Option 2: Apply the bootstrap method to construct the sampling distri-
bution of the sample median, and then compute the standard error using 
Equation 7.

Which of the following statements is accurate?

A. Option 1 is suitable to find the standard error of the sample median.
B. Option 2 is suitable to find the standard error of the sample median.
C. Both options are suitable to find the standard error of the sample 

median.
Solution:
B is correct. Option 1 is valid for estimating the standard error of the sample 
mean but not for that of the sample median, which is not based on the 
given formula. Thus, both A and C are incorrect. The bootstrap method is 
a simple way to find the standard error of an estimator even if no analytical 
formula is available or it is too complicated.
Having covered many of the fundamental concepts of sampling and esti-
mation, we now focus on sampling issues of special concern to analysts. 
The quality of inferences depends on the quality of the data as well as on 
the quality of the sampling plan used. Financial data pose special problems, 
and sampling plans frequently reflect one or more biases. The next section 
examines these issues.

2. Otema Chi has a spreadsheet with 108 monthly returns for shares in 
Marunou Corporation. He writes a software program that uses bootstrap 
resampling to create 200 resamples of this Marunou data by sampling with 
replacement. Each resample has 108 data points. Chi’s program calculates 
the mean of each of the 200 resamples, and then it calculates that the mean 
of these 200 resample means is 0.0261. The program subtracts 0.0261 from 
each of the 200 resample means, squares each of these 200 differences, and 
adds the squared differences together. The result is 0.835. The program then 
calculates an estimate of the standard error of the sample mean.

The estimated standard error of the sample mean is closest to:

A. 0.0115
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B. 0.0648
C. 0.0883

Solution:
B is correct. The estimate of the standard error of the sample mean with 
bootstrap resampling is calculated as follows:

    s    
_

 X     =  √ 
__________________

    1 _ B − 1    ∑ 
b=1

  
B
     (  ̂  θ   b   −  

_
 θ )   
2
    =  √ 

________________________

     1 _ 200 − 1    ∑ 
b=1

  
200

     (  ̂  θ   b   − 0.0261)   
2
    =  √ 
_

 0.004196          
 s    

_
 X     = 0.0648

   .
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PRACTICE PROBLEMS

1. Which one of the following statements is true about non-probability sampling?

A. There is significant risk that the sample is not representative of the 
population.

B. Every member of the population has an equal chance of being selected for 
the sample.

C. Using judgment guarantees that population subdivisions of interest are rep-
resented in the sample.

2. The best approach for creating a stratified random sample of a population 
involves:

A. drawing an equal number of simple random samples from each 
subpopulation.

B. selecting every kth member of the population until the desired sample size 
is reached.

C. drawing simple random samples from each subpopulation in sizes propor-
tional to the relative size of each subpopulation.

3. A population has a non-normal distribution with mean µ and variance σ2. The 
sampling distribution of the sample mean computed from samples of large size 
from that population will have:

A. the same distribution as the population distribution.

B. its mean approximately equal to the population mean.

C. its variance approximately equal to the population variance.

4. A sample mean is computed from a population with a variance of 2.45. The sam-
ple size is 40. The standard error of the sample mean is closest to:

A. 0.039.

B. 0.247.

C. 0.387.

5. Compared with bootstrap resampling, jackknife resampling:

A. is done with replacement.

B. usually requires that the number of repetitions is equal to the sample size.

C. produces dissimilar results for every run because resamples are randomly 
drawn.
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SOLUTIONS

1. A is correct. Because non-probability sampling is dependent on factors other 
than probability considerations, such as a sampler’s judgment or the convenience 
to access data, there is a significant risk that non-probability sampling might 
generate a non-representative sample.

2. C is correct. Stratified random sampling involves dividing a population into 
subpopulations based on one or more classification criteria. Then, simple random 
samples are drawn from each subpopulation in sizes proportional to the relative 
size of each subpopulation. These samples are then pooled to form a stratified 
random sample.

3. B is correct. Given a population described by any probability distribution (nor-
mal or non-normal) with finite variance, the central limit theorem states that the 
sampling distribution of the sample mean will be approximately normal, with the 
mean approximately equal to the population mean, when the sample size is large.

4. B is correct. Taking the square root of the known population variance to deter-
mine the population standard deviation (σ) results in

  σ =  √ 
_

 2.45   = 1.565 .

The formula for the standard error of the sample mean (σX), based on a known 
sample size (n), is

   σ  X   =   σ _  √ 
_

 n     .

Therefore,

   σ  X   =   1.565 _  √ 
_

 40     = 0.247 .

5. B is correct. For a sample of size n, jackknife resampling usually requires n repeti-
tions. In contrast, with bootstrap resampling, we are left to determine how many 
repetitions are appropriate.
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Pamela Peterson Drake, PhD, CFA, is at James Madison University (USA).

LEARNING OUTCOMES
Mastery The candidate should be able to:

explain hypothesis testing and its components, including statistical 
significance, Type I and Type II errors, and the power of a test.
construct hypothesis tests and determine their statistical 
significance, the associated Type I and Type II errors, and power of 
the test given a significance level
compare and contrast parametric and nonparametric tests, and 
describe situations where each is the more appropriate type of test

INTRODUCTION

Hypothesis testing is covered extensively in the pre-read. This learning module builds 
on that coverage and assumes a functional understanding of the topic gained there 
or elsewhere.

Lesson 1 summaries the hypothesis testing process by exemplifying its use in 
finance and investment management. Lesson 2 brings forward the impact of errors 
in the hypothesis testing process. Lesson 3 introduces nonparametric tests and their 
applications in investment management.

LEARNING MODULE OVERVIEW

 ■ The steps in testing a hypothesis are as follows:
1. State the hypotheses.
2. Identify the appropriate test statistic and its probability 

distribution.
3. Specify the significance level.
4. State the decision rule.
5. Collect the data and calculate the test statistic.
6. Make a decision.

1

L E A R N I N G  M O D U L E

8
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 ■ A test statistic is a quantity, calculated using a sample, whose value is 
the basis for deciding whether to reject or not reject the null hypoth-
esis. We compare the computed value of the test statistic to a critical 
value for the same test statistic to determine whether to reject or not 
reject the null hypothesis.

 ■ In reaching a statistical decision, two possible errors can be made: 
reject a true null hypothesis (a Type I error, or false positive), or fail to 
reject a false null hypothesis (a Type II error, or false negative).

 ■ The level of significance of a test is the probability of a Type I error 
when conducting a hypothesis test. The standard approach to hypoth-
esis testing involves specifying a level of significance (i.e., the probabil-
ity of a Type I error). The complement of the level of significance is the 
confidence level.

 ■ For hypothesis tests concerning the population mean of a normally 
distributed population with an unknown variance, the theoretically 
correct test statistic is the t-statistic.

 ■ To test whether the observed difference between two means is statisti-
cally significant, the analyst must first decide whether the samples are 
independent or dependent (related). If the samples are independent, a 
test concerning differences between means is employed. If the samples 
are dependent, a test of mean differences (paired comparisons test) is 
employed.

 ■ To determine whether the difference between two population means 
from normally distributed populations with unknown but equal 
variances, the appropriate test is a t-test based on pooling the obser-
vations of the two samples to estimate the common but unknown 
variance. This test is based on an assumption of independent samples.

 ■ In tests concerning two means based on two samples that are not 
independent, the data are often arranged in paired observations and 
a test of mean differences (a paired comparisons test) is conducted. 
When the samples are from normally distributed populations with 
unknown variances, the appropriate test statistic is t-distributed.

 ■ In tests concerning the variance of a single normally distributed pop-
ulation, the test statistic is chi-square with n − 1 degrees of freedom, 
where n is sample size.

 ■ For tests concerning differences between the variances of two nor-
mally distributed populations based on two random, independent 
samples, the appropriate test statistic is based on an F-test (the ratio of 
the sample variances). The degrees of freedom for this F-test are n1 − 
1 and n2 − 1, where n1 corresponds to the number of observations in 
the calculation of the numerator, and n2 is the number of observations 
in the calculation of the denominator of the F-statistic.

 ■ A parametric test is a hypothesis test concerning a population param-
eter, or a hypothesis test based on specific distributional assump-
tions. In contrast, a nonparametric test either is not concerned with a 
parameter or makes minimal assumptions about the population from 
which the sample was taken.

 ■ A nonparametric test is primarily used when data do not meet distri-
butional assumptions, when there are outliers, when data are given in 
ranks, or when the hypothesis we are addressing does not concern a 
parameter.
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HYPOTHESIS TESTS FOR FINANCE

explain hypothesis testing and its components, including statistical 
significance, Type I and Type II errors, and the power of a test.

We use hypothesis testing to make decisions using data. Hypothesis testing is part 
of statistical inference, the process of making judgments about a larger group (a pop-
ulation) based on a smaller group of observations (a sample).

In hypothesis testing, we test to determine whether a sample statistic is likely to 
come from a population with the hypothesized value of the population parameter.

The concepts and tools of hypothesis testing provide an objective means to gauge 
whether the available evidence supports the hypothesis. After applying a statistical 
test, we should have a clearer idea of the probability that a hypothesis is true or not, 
although our conclusion always stops short of certainty.

The main focus of this lesson is on the framework of hypothesis testing and tests 
concerning mean and variance, two measures frequently used in investments.

The Process of Hypothesis Testing
Hypothesis testing is part of the branch of statistics known as statistical inference. In 
statistical inference, there is estimation and hypothesis testing. Estimation involves 
point estimates and interval estimates. Consider a sample mean, which is a point 
estimate, that we can use to form a confidence interval. In hypothesis testing, the 
focus is examining how a sample statistic informs us about a population parameter. 
A hypothesis is a statement about one or more populations that we test using sample 
statistics.

The process of hypothesis testing begins with the formulation of a theory to orga-
nize and explain observations. We judge the correctness of the theory by its ability to 
make accurate predictions—for example, to predict the results of new observations. If 
the predictions are correct, we continue to maintain the theory as a possibly correct 
explanation of our observations. Risk plays a role in the outcomes of observations 
in finance, so we can only try to make unbiased, probability-based judgments about 
whether the new data support the predictions. Statistical hypothesis testing fills that 
key role of testing hypotheses when there is uncertainty. When an analyst correctly 
formulates the question into a testable hypothesis and carries out a test of hypotheses, 
the use of well-established scientific methods supports the conclusions and decisions 
made on the basis of this test.

We organize this introduction to hypothesis testing around the six steps presented 
in Exhibit 1, which illustrate the standard approach to hypothesis testing.

2
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Exhibit 1: The Process of Hypothesis Testing

Step 1: State the hypotheses

Step 2: Identify the appropriate test statistic

Step 3: Specify the level of significance

Step 4: State the decision rule

Step 5: Collect data and calculate the test statistic

Step 6: Make a decision

Stating the Hypotheses

For each hypothesis test, we always state two hypotheses: the null hypothesis (or null), 
designated H0, and the alternative hypothesis, designated Ha. The null hypothesis is 
a statement concerning a population parameter or parameters considered to be true 
unless the sample we use to conduct the hypothesis test gives convincing evidence 
that the null hypothesis is false. In fact, the null hypothesis is what we want to reject. 
If there is sufficient evidence to indicate that the null hypothesis is not true, we reject 
it in favor of the alternative hypothesis.

Importantly, the null and alternative hypotheses are stated in terms of population 
parameters, and we use sample statistics to test these hypotheses.

Second, the null and alternative hypotheses must be mutually exclusive and col-
lectively exhaustive; in other words, all possible values are contained in either the null 
or the alternative hypothesis.

Identify the Appropriate Test Statistic and Distribution

A test statistic is a value calculated on the basis of a sample that, when used in conjunc-
tion with a decision rule, is the basis for deciding whether to reject the null hypothesis.

The focal point of our statistical decision is the value of the test statistic. The test 
statistic that we use depends on what we are testing.

Following the identification of the appropriate test statistic, we must be concerned 
with the distribution of the test statistic. We show examples of test statistics, and their 
corresponding distributions, in Exhibit 2.
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Exhibit 2: Test Statistics and Their Distribution

What We Want to Test Test Statistic
Probability Distribution of 
the Statistic

Degrees of 
Freedom

Test of a single mean  t =     
_

 X   −  μ  0   _ 
 
s
 ⧸ √ 

_
 n  
 
   t-distributed n − 1

Test of the difference in means  
t =   

 (   
_

 X    d1   −    
_

 X    d2  )  −  ( μ  d1   −  μ  d2  )   ____________________  
 √ 

_

   
 s  p  2 

 _  n  d1     +   
 s  p  2 

 _  n  d2      
   

t-distributed n1 + n2 − 2

Test of the mean of differences  t =     
_

 d   −  μ  d0   _  s    
_

 d       t-distributed n − 1

Test of a single variance   χ   2  =   (n − 1 )  s   2  _ 
 σ  0  2 

   Chi-square distributed n − 1

Test of the difference in variances
 F =   

 s  Before  
2  

 _ 
 s  After  

2  
   

F-distributed n1 − 1, n2 − 1

Test of a correlation  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
   t-Distributed n − 2

Test of independence (categorical data)
  χ   2  =  ∑ 

i=1
  

m
    
 ( O  ij   −  E  ij    )   2 ) 

 _  E  ij  
    

Chi-square distributed (r − 1)(c − 1)

Note: μ0, μd0, and   σ  0  2   denote hypothesized values of the mean, mean difference, and variance, respec-
tively. The    _ x   ,    

_
 d   , s2 , s, and r denote for a sample the mean, mean of the differences, variance, standard 

deviation, and correlation, respectively, with subscripts indicating the sample, if appropriate. The sample 
size is indicated as n, and the subscript indicates the sample, if appropriate. Oij and Eij are observed and 
expected frequencies, respectively, with r indicating the number of rows and c indicating the number of 
columns in the contingency table.

Specify the Level of Significance

The level of significance reflects how much sample evidence we require to reject the 
null hypothesis. The required standard of proof can change according to the nature 
of the hypotheses and the seriousness of the consequences of making a mistake.

There are four possible outcomes when we test a null hypothesis, as shown in 
Exhibit 3. A Type I error is a false positive (reject when the null is true), whereas a 
Type II error is a false negative (fail to reject when the null is false).

Exhibit 3: Correct and Incorrect Decisions in Hypothesis Testing

Decision H0 True H0 False

Fail to reject H0

Correct decision: Type II error:
Do not reject a true null 
hypothesis.

Fail to reject a false null 
hypothesis.
False negative

Reject H0

Type I error: Correct decision:
Reject a true null hypothesis. Reject a false null hypothesis.
False positive
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When we make a decision in a hypothesis test, we run the risk of making either a Type 
I or a Type II error. As shown in Exhibit 3, these errors are mutually exclusive: If we 
mistakenly reject the true null, we can only be making a Type I error; if we mistakenly 
fail to reject the false null, we can only be making a Type II error.

The probability of a Type I error is denoted by the lowercase Greek letter alpha, 
α. This probability is also known as the level of significance of the test, and its 
complement, (1 − α), is the confidence level. For example, a level of significance of 
5 percent for a test means that there is a 5 percent probability of rejecting a true null 
hypothesis and corresponds to the 95 percent confidence level.

Controlling the probabilities of the two types of errors involves a trade-off. All 
else equal, if we decrease the probability of a Type I error by specifying a smaller 
significance level (say, 1 percent rather than 5 percent), we increase the probability 
of making a Type II error because we will reject the null less frequently, including 
when it is false. Both Type I and Type II errors are risks of being wrong. Whether to 
accept more of one type versus the other depends on the consequences of the errors, 
such as costs. This trade-off weighs the impact of errors we are willing to accept and 
if so, at what cost. The only way to reduce the probabilities of both types of errors 
simultaneously is to increase the sample size, n.

Whereas the significance level of a test is the probability of incorrectly rejecting the 
true null, the power of a test is the probability of correctly rejecting the null—that is, 
the probability of rejecting the null when it is false. The power of a test is, in fact, the 
complement of the Type II error. The probability of a Type II error is often denoted 
by the lowercase Greek letter beta, β. We can classify the different probabilities in 
Exhibit 4 to reflect the notation that is often used.

Exhibit 4: Probabilities Associated with Hypothesis Testing 
Decisions

Decision H0 True H0 False

Fail to reject H0 1 − α β
Reject H0 α 1 − β

State the Decision Rule

The fourth step in hypothesis testing is stating the decision rule: When do we reject 
the null hypothesis, and when do we not? The action we take is based on comparing 
the calculated sample test statistic with a specified value or values, which are referred 
to as critical values.

The critical value or values we choose are based on the level of significance and the 
probability distribution associated with the test statistic. If we find that the calculated 
value of the test statistic is more extreme than the critical value or values, then we 
reject the null hypothesis; we say the result is statistically significant. Otherwise, 
we fail to reject the null hypothesis; there is not sufficient evidence to reject the null 
hypothesis. Recall that the smallest level of significance at which the null hypothesis 
can be rejected is the p-value, the area in the probability distribution outside the 
calculated test statistic.
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QUESTION SET 

1. Willco is a manufacturer in a mature cyclical industry. During the 
most recent industry cycle, its net income averaged USD30 million per year 
with a standard deviation of USD10 million (n = 6 observations). Manage-
ment claims that Willco’s performance during the most recent cycle results 
from new approaches and that Willco’s profitability will exceed the average 
of USD24 million per year observed in prior cycles.

A. With μ as the population value of mean annual net income, formulate 
null and alternative hypotheses consistent with testing Willco manage-
ment’s claim.

B. Assuming that Willco’s net income is at least approximately normally 
distributed, identify the appropriate test statistic and calculate the 
degrees of freedom.

C. Based on a critical value of 2.015, determine whether to reject the null 
hypothesis.

Solution:

A. We often set up the “hoped for” or “suspected” condition as the alter-
native hypothesis. Here, that condition is that the population value of 
Willco’s mean annual net income exceeds USD24 million. Thus, we 
have H0: μ ≤ 24 versus Ha: μ > 24.

B. Given that net income is normally distributed with unknown vari-
ance, the appropriate test statistic is a t-statistic with n − 1 = 6 − 1 = 5 
degrees of freedom.

C. We reject the null if the calculated t-statistic is greater than 2.015. The 
calculated t-statistic is 

  t =   30 − 24 _ 
 
10

 ⧸ √ 
_

 6   
   = 1.4697 . 

D. Because the calculated test statistic does not exceed 2.015, we fail to 
reject the null hypothesis. There is not sufficient evidence to indicate 
that the mean net income is greater than USD24 million.

2. All else equal, is specifying a smaller significance level in a hypothesis test 
likely to increase the probability of a:

 

Type I error? Type II error? 

A. No No
B. No Yes
C. Yes No

 

Solution:
B is correct. Specifying a smaller significance level decreases the probability 
of a Type I error (rejecting a true null hypothesis) but increases the proba-
bility of a Type II error (not rejecting a false null hypothesis). As the level of 
significance decreases, the null hypothesis is less frequently rejected.

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 8 Hypothesis Testing224

3. For each of the following hypothesis tests concerning the population mean, 
μ, state the conclusion regarding the test of the hypotheses. 

A. H0: μ = 10 versus Ha: μ ≠ 10, with a calculated t-statistic of 2.05 and 
critical t-values of ±1.984.

B. H0: μ ≤ 10 versus Ha: μ > 10, with a calculated t-statistic of 2.35 and a 
critical t-value of +1.679

C. H0: μ = 10 versus Ha: μ ≠ 10, with a calculated t-statistic of 2.05, a 
p-value of 4.6352%, and a level of significance of 5%.

D. H0: μ ≤ 10 versus Ha: μ > 10, with a 2% level of significance and a cal-
culated test statistic with a p-value of 3%.

Solution:
We make the decision either by comparing the calculated test statistic with 
the critical values or by comparing the p-value for the calculated test statis-
tic with the level of significance.

A. Reject the null hypothesis because the calculated test statistic of 2.05 
is outside the bounds of the critical values of ±1.984.

B. Reject the null hypothesis because the calculated test statistic of 2.35 
is outside the bounds of the critical value of +1.679.

C. The p-value corresponding to the calculated test statistic of 4.6352% is 
less than the level of significance (5%), so we reject the null hypothesis.

D. We fail to reject because the p-value for the calculated test statistic of 
3% is greater than the level of significance (2%).

TESTS OF RETURN AND RISK IN FINANCE

construct hypothesis tests and determine their statistical 
significance, the associated Type I and Type II errors, and power of 
the test given a significance level

Hypothesis tests concerning return and risk are among the most common in finance. 
The sampling distribution of the mean, when the population standard deviation is 
unknown, is t-distributed, and when the population standard deviation is known, it 
is normally distributed, or z-distributed. Since the population standard deviation is 
unknown in almost all cases, we will focus on the use of a t-distributed test statistic.

TEST OF A SINGLE MEAN: RISK AND RETURN CHARACTERISTICS OF AN 
EQUITY MUTUAL FUND

Suppose you are analyzing Sendar Equity Fund,. During the past 24 months, it 
has achieved a mean monthly return of 1.50%, with a sample standard deviation 
of monthly returns of 3.60 percent. Given its level of market risk and according 
to a pricing model, this mutual fund was expected to have earned a 1.10 percent 
mean monthly return during that time period.

Assuming returns are normally distributed, are the actual results consistent 
with a population mean monthly return of 1.10 percent?

3
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Formulate and test a hypothesis that the fund's performance was different 
than the mean return of 1.1 percent inferred from the pricing model. Use a 5 
percent level of significance.

 

Exhibit 5: Test of a Single Mean
 

 

Step 1 State the hypotheses. H0: μ = 1.1% versus Ha: μ ≠ 1.1%
Step 2 Identify the appropriate test 

statistic.
 t =     

_
 X   −  μ  0   _ 

 
s
 ⧸ √ 

_
 n  
 
   
 

with 24 − 1 = 23 degrees of freedom.
Step 3 Specify the level of significance. α = 5% (two tailed).
Step 4 State the decision rule. Critical t-values = ±2.069.

Reject the null if the calculated t-statistic is less than −2.069, and reject the 
null if the calculated t-statistic is greater than +2.069.
Excel
     Lower: T.INV(0.025,23)
     Upper: T.INV(0.975,23)
R qt(c(.025,.975),23)
Python from scipy.stats import t
    Lower: t.ppf(.025,23)
    Upper: t.ppf(.975,23)

Step 5 Calculate the test statistic.  t =   1.5 − 1.1 _ 
 3.6 ⧸ √ 

_
 24  
 
   = 0.54433 

Step 6 Make a decision. Fail to reject the null hypothesis because the calculated t-statistic falls 
between the two critical values. There is not sufficient evidence to indicate 
that the population mean monthly return is different from 1.10%.

 

Test the hypothesis using the 95 percent confidence interval.
The 95 percent confidence interval is    

_
 X   ± Critical value (  s _  √ 

_
 n    ) , so

   
 {1.5 − 2.069 ( 

3.6
 ⧸ √ 

_
 24   ) ,  1.5 + 2.069 ( 

3.6
 ⧸ √ 

_
 24   ) } 

       {1.5 − 1.5204, 1.5 + 1.5204}     

 {− 0.0204, 3.0204} 

   

The hypothesized value of 1.1 percent is within the bounds of the 95 percent 
confidence interval, so we fail to reject the null hypothesis.

TEST OF A SINGLE VARIANCE: RISK CHARACTERISTICS OF AN EQUITY 
MUTUAL FUND

Suppose we want to use the observed sample variance of the fund to test whether 
the true variance of the fund is less than some trigger level, say 4 percent. 
Performing a test of a population variance requires specifying the hypothesized 
value of the variance. We can formulate hypotheses concerning whether the 
variance is equal to a specific value or whether it is greater than or less than a 
hypothesized value:

 One-sided alternative (left tail):   H  0   :  σ   2  ≥  σ  0  2   versus   H  a   :  σ   2  <  σ  0  2  .
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Note that the fund’s variance is less than the trigger level   σ  0  2  = 4%  if the null 
hypothesis is rejected in favor of the alternative hypothesis. In tests concerning 
the variance of a single normally distributed population, we make use of a chi-
square test statistic, denoted   χ   2  .

You continue with your analysis of Sendar Equity Fund, a midcap growth 
fund that has been in existence for only 24 months. During this period, Sendar 
Equity achieved a mean monthly return of 1.50 percent and a standard deviation 
of monthly returns of 3.60 percent. Using a 5 percent level of significance, test 
whether the standard deviation of returns is less than 4 percent. Recall that the 
standard deviation is the square root of the variance, hence a standard deviation 
of 4 percent or 0.04, is a variance of 0.0016.

 

Exhibit 6: Test of Single Variance
 

 

Step 1 State the hypotheses. H0: σ2 ≥ 16 versus Ha: σ2 < 16
Step 2 Identify the appropriate test 

statistic.
  χ   2  =   (n − 1 )  s   2  _ 

 σ  0  2 
   

Step 3 Specify the level of significance. 5%
Step 4 State the decision rule. With 24 − 1 = 23 degrees of freedom, the critical value is 13.09051.

We reject the null hypothesis if the calculated χ2 statistic is less than 
13.09051.
Excel CHISQ.INV(0.05,23)
R qchisq(.05,23)
Python  
from scipy.stats import chi2 
chi2.ppf(.05,23)

Step 5 Calculate the test statistic.   χ   2  =   (24 − 1 ) 12.96 ___________ 16   = 18.63000 

Step 6 Make a decision. Fail to reject the null hypothesis because the calculated   χ   2   statistic is greater 
than the critical value. There is insufficient evidence to indicate that the 
variance is less than 16% (or, equivalently, that the standard deviation is less 
than 4%).

 

TEST CONCERNING DIFFERENCES BETWEEN MEANS WITH INDEPENDENT 
SAMPLES

We often want to know whether a mean value—for example, a mean return—
differs for two groups. Is an observed difference due to chance or to different 
underlying values for the mean? We test this by drawing a sample from each 
group. When it is reasonable to believe that the samples are from populations 
that are approximately normally distributed and that the samples are also inde-
pendent of each other, we use the test of the difference in the means. We may 
assume that population variances are equal or unequal. However, our focus in 
discussing the test of the difference of means is using the assumption that the 
population variances are equal. In the calculation of the test statistic, we combine 
the observations from both samples to obtain a pooled estimate of the common 
population variance.
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Let μ1 and μ2 represent, respectively, the population means of the first 
and second populations, respectively. Most often we want to test whether the 
population means are equal or whether one is larger than the other. Thus, we 
formulate the following hypotheses:

 H0: μ1 − μ2 = 0 versus Ha: μ1 − μ2 ≠ 0.

EXAMPLE 1

Comparison of Returns on the ACE High Yield Index for 
Two Periods

Suppose we want to test whether the returns of the ACE High Yield Total Return 
Index, shown in Exhibit 7, are different for two different time periods, Period 
1 and Period 2.

 

Exhibit 7: Descriptive Statistics for ACE High Yield Total 
Return Index for Periods 1 and 2

 

 

Period 1 Period 2

Mean 0.01775% 0.01134%
Standard deviation 0.31580% 0.38760%
Sample size 445 days 859 days

 

Note that these periods are of different lengths and the samples are inde-
pendent; that is, there is no pairing of the days for the two periods.

1. Is there a difference between the mean daily returns in Period 1 and in Peri-
od 2, using a 5% level of significance?
Solution:

 

Step 1 State the hypotheses. H0: μPeriod1 = μPeriod2 versus Ha: μPeriod1 ≠ μPeriod2 

Step 2 Identify the appropriate test 
statistic.

 t =   (   
_

 X    Period1   −    
_

 X    Period2   ) − ( μ  Period1   −  μ  Period2  )   _______________________________   
 √ 

_______________

    
 s  p  2 
 _  n  period1     +   

 s  p  2 
 _  n  period2      

  , 

 
where 

  s  p  2  =   
( n  period1   − 1 )  s  Period1  2   + ( n  period2   − 1 )  s  Period2  2  

    _________________________________    n  period1   +  n  period2   − 2   
 

with 445 + 859 − 2 = 1,302 degrees of freedom.
Step 3 Specify the level of significance. α = 5%
Step 4 State the decision rule. Critical t-values = ±1.962

Reject the null if the calculated t-statistic is less than −1.962, and reject 
the null if the calculated t-statistic is greater than +1.962.
Excel
     Lower: T.INV(0.025,1302)
     Upper: T.INV(0.975,1302)
R qt(c(.025,.975),1302)
Python from scipy.stats import t
    Lower: t.ppf(.025,1302)
    Upper: t.ppf(.975,1302)
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Step 5 Calculate the test statistic.

  
 s  p  2  =   (445 − 1 ) 0.09973 + (859 − 1 ) 0.15023   ____________________________  445 + 859 − 2   = 0.1330

     
t =   (0.01775 − 0.01134 ) − 0  __________________  

 √ 
_____________

    0.1330 _ 445   +   0.1330 _ 859    
   =   0.0064 _ 0.0213   = 0.3009.

   

Step 6 Make a decision. Fail to reject the null because the calculated t-statistic falls within the 
bounds of the two critical values. We conclude that there is insufficient 
evidence to indicate that the returns are different for the two time periods.

 

Test Concerning Differences between Means with Dependent 
Samples
When we compare two independent samples, we use a t-distributed test statistic that 
uses the difference in the means and a pooled variance. An assumption for the validity 
of those tests is that the samples are independent—that is, unrelated to each other. 
When we want to conduct tests on two means based on samples that we believe are 
dependent, we use the test of the mean of the differences (a paired comparisons test).

How is this test of paired differences different from the test of the difference in 
means in independent samples? The test of paired comparisons is more powerful than 
the test of the difference in the means because by using the common element (such 
as the same periods or companies), we eliminate the variation between the samples 
that could be caused by something other than what we are testing.

EXAMPLE 2

A Comparison of the Returns of Two Indexes

Suppose we want to compare the returns of the ACE High Yield Index with 
those of the ACE BBB Index. We collect data over the same 1,304 days for both 
indexes and calculate their means and standard deviations as shown in Exhibit 8.

 

Exhibit 8: Mean and Standard Deviations for the ACE High Yield 
Index and the ACE BBB Index

 

 

ACE High Yield 
Index (%)

ACE BBB Index 
(%) Difference (%)

Mean return 0.0157 0.0135 −0.0021
Standard deviation 0.3157 0.3645 0.3622

 

1. Using a 5 percent level of significance, is the mean of the differences is dif-
ferent from zero?
Solution:

 

Step 1 State the hypotheses. H0: μd0 = 0 versus Ha: μd0 ≠ 0 
Step 2 Identify the appropriate test 

statistic.
 t =     

_
 d   −  μ  d0   _  s    

_
 d       

Step 3 Specify the level of significance. 5%
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Step 4 State the decision rule. With 1,304 − 1 = 1,303 degrees of freedom, the critical values are ±1.962.
We reject the null hypothesis if the calculated t-statistic is less than −1.962 
or greater than +1.962.
Excel
    Lower: T.INV(0.025,1303)
    Upper: T.INV(0.975,1303)
R qt(c(.025,.975),1303
Python from scipy.stats import t
    Lower: t.ppf(.025,1303)
    Upper: t.ppf(.975,1303)

Step 5 Calculate the test statistic.

  

  
_

 d   = − 0.0021%

    s    
_

 d     =    s  d   _  √ 
_

 n     =   0.3622 _ 
 √ 
_

 1, 304  
   = 0.01003%    

t =   − 0.00210 − 0 _ 0.01003   = − 0.20937

   

Step 6 Make a decision. Fail to reject the null hypothesis because the calculated t-statistic falls within 
the bounds of the two critical values. There is insufficient evidence to indicate 
that the mean of the differences of returns is different from zero.C

 

Test Concerning the Equality of Two Variances
There are many instances in which we want to compare the volatility of two samples, 
in which case we can test for the equality of two variances. Examples include compar-
isons of baskets of securities against indexes or benchmarks, as well as comparisons 
of volatility in different periods.

EXAMPLE 3

Volatility and Regulation

You are investigating whether the population variance of returns on a stock 
market index changed after a change in market regulation. The first 418 weeks 
occurred before the regulation change, and the second 418 weeks occurred 
after the regulation change. You gather the data in Exhibit 9 for 418 weeks of 
returns both before and after the change in regulation. You have specified a 5 
percent level of significance.

 

Exhibit 9: Index Returns and Variances before and after the Market 
Regulation Change

 

 

N
Mean Weekly 

Return (%) Variance of Returns

Before regulation change 418 0.250 4.644
After regulation change 418 0.110 3.919

 

1. Are the variance of returns different before the regulation change versus 
after the regulation change? 
Solution:
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Step 1 State the hypotheses.   H  0   :  σ  Before  
2   =  σ  After  

2    versus   H  a   :  σ  Before  
2   ≠  σ  After  

2   

Step 2 Identify the appropriate test 
statistic.  F =   

 s  Before  
2  

 _ 
 s  After  

2  
   

Step 3 Specify the level of significance. 5%
Step 4 State the decision rule. With 418 − 1 = 417 and 418 − 1 = 417 degrees of freedom, the critical val-

ues are 0.82512 and 1.21194.
Reject the null if the calculated F-statistic is less than 0.82512 or greater 
than 1.21194.
Excel
    Left side: F.INV(0.025,417,417)
    Right side: F.INV(0.975,417,417)
R qf(c(.025,.975),417,417)
Python from scipy.stats import f
    Left side: f.ppf(.025,417,417)
    Right side: f.ppf(.975,417,417)

Step 5 Calculate the test statistic.  F =   4.644 _ 3.919   = 1.18500 

Step 6 Make a decision. Fail to reject the null hypothesis since the calculated F-statistic falls within 
the bounds of the two critical values. There is not sufficient evidence to 
indicate that the weekly variances of returns are different in the periods 
before and after the regulation change.

 

2. Is the variance of returns greater before the regulation change versus after 
the regulation change? 
Solution:

 

Step 1 State the hypotheses.   H  0   :  σ  Before  
2   ≤  σ  After  

2    versus   H  a   :  σ  Before  
2   >  σ  After  

2   

Step 2 Identify the appropriate test 
statistic.  F =   

 s  Before  
2  

 _ 
 s  After  

2  
   

Step 3 Specify the level of significance. 5%
Step 4 State the decision rule. With 418 − 1 = 417 and 418 − 1 = 417 degrees of freedom, the critical value 

is 1.17502.
We reject the null hypothesis if the calculated F-statistic is greater than 
1.17502.
Excel F.INV(0.95,417,417)
R qf(.95,417,417)
Python  
from scipy.stats import f 
f.ppf(.95,417,417)

Step 5 Calculate the test statistic.  F =   4.644 _ 3.919   = 1.18500 

Step 6 Make a decision. Reject the null hypothesis since the calculated F-statistic is greater than 
1.17502. There is sufficient evidence to indicate that the weekly variances of 
returns before the regulation change are greater than the variances after the 
regulation change.
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QUESTION SET

Investment analysts often use earnings per share (EPS) forecasts. One 
test of forecasting quality is the zero-mean test, which states that 
optimal forecasts should have a mean forecasting error of zero. The forecasting 
error is the difference between the predicted value of a variable and the actual 
value of the variable.

You have collected data (shown in Exhibit 10) for two analysts who cover two 
different industries: Analyst A covers the telecom industry; Analyst B covers 
automotive parts and suppliers.

Exhibit 10: Test of Return and Risk
 

Performance in Forecasting Quarterly Earnings per Share

Number of 
Forecasts

Mean Forecast Error  
(Predicted − Actual)

Standard Deviation  
of Forecast Errors

Analyst A 10 0.05 0.10
Analyst B 15 0.02 0.09

 

Critical t-values:
 

Degrees of 
Freedom

Area in the Right-Side Rejection Area 

p = 0.05 p = 0.025

8 1.860 2.306
9 1.833 2.262
10 1.812 2.228
11 1.796 2.201
12 1.782 2.179
13 1.771 2.160
14 1.761 2.145
15 1.753 2.131
16 1.746 2.120
17 1.740 2.110
18 1.734 2.101
19 1.729 2.093
20 1.725 2.086
21 1.721 2.080
22 1.717 2.074
23 1.714 2.069
24 1.711 2.064
25 1.708 2.060
26 1.706 2.056
27 1.703 2.052
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1. With μ as the population mean forecasting error, formulate null and alterna-
tive hypotheses for a zero-mean test of forecasting quality.

A. For Analyst A, determine whether to reject the null at the 0.05 level of 
significance.

B. For Analyst B, determine whether to reject the null at the 0.05 level of 
significance.

Solution:
H0: μ = 0 versus Ha: μ ≠ 0.

A. The t-test is based on  t =     
_

 X   −  μ  0   _ s /  √ 
_

 n      with n − 1 = 10 − 1 = 9 degrees of 

freedom. At the 0.05 significance level, we reject the null if the calcu-
lated t-statistic is outside the bounds of ±2.262 (from the table for 9 
degrees of freedom and 0.025 in the right side of the distribution). For 
Analyst A, we have a calculated test statistic of 

  t =   0.05 − 0 _ 
 
0.10

 ⧸ √ 
_

 10   
   = 1.58114 . 

We, therefore, fail to reject the null hypothesis at the 0.05 level.
B. For Analyst B, the t-test is based on t with 15 − 1 = 14 degrees of 

freedom. At the 0.05 significance level, we reject the null if the calcu-
lated t-statistic is outside the bounds of ±2.145 (from the table for 14 
degrees of freedom). The calculated test statistic is 

  t =   0.02 − 0 _ 
 
0.09

 ⧸ √ 
_

 15   
   = 0.86066 . 

Because 0.86066 is within the range of ±2.145, we fail to reject the null 
at the 0.05 level.

2. Reviewing the EPS forecasting performance data for Analysts A and B, you 
want to investigate whether the larger average forecast errors of Analyst A 
relative to Analyst B are due to chance or to a higher underlying mean value 
for Analyst A. Assume that the forecast errors of both analysts are normally 
distributed and that the samples are independent. 

A. Formulate null and alternative hypotheses consistent with determining 
whether the population mean value of Analyst A’s forecast errors (μ1) 
are larger than Analyst B’s (μ2).

B. Identify the test statistic for conducting a test of the null hypothesis 
formulated in Part A.

C. Identify the rejection point or points for the hypotheses tested in Part 
A at the 0.05 level of significance.

D. Determine whether to reject the null hypothesis at the 0.05 level of 
significance.

Solution:

A. Stating the suspected condition as the alternative hypothesis, we have
 H0: μA − μB ≤ 0 versus Ha: μA − μB > 0,

where
μA = the population mean value of Analyst A’s forecast errors
μB = the population mean value of Analyst B’s forecast errors
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B. We have two normally distributed populations with unknown vari-
ances. Based on the samples, it is reasonable to assume that the 
population variances are equal. The samples are assumed to be 
independent; this assumption is reasonable because the analysts cover 
different industries. The appropriate test statistic is t using a pooled 
estimate of the common variance: 

  t =   
(   
_

 X    1   −    
_

 X    2   ) − ( μ  1   −  μ  2  )
  ________________  

 √ 

_

   
 s  p  2 

 _  n  1     +   
 s  p  2 

 _  n  2      
  ,  where   s  p  2  =   

( n  1   − 1 )  s  1  2  + ( n  2   − 1 )  s  2  2 
  _________________   n  1   +  n  2   − 2   . 

The number of degrees of freedom is nA + nB − 2 = 10 +15 − 2 = 23.
C. For df = 23, according to the table, the rejection point for a one-sided 

(right side) test at the 0.05 significance level is 1.714.
D. We first calculate the pooled estimate of variance:

   s  p  2  =   
(10 − 1 ) 0.01 + (15 − 1 ) 0.0081

   ______________________  10 + 15 − 2   = 0.0088435 .

We then calculate the t-distributed test statistic:

  t =   
(0.05 − 0.02 ) − 0

  _________________  
 √ 

__________________

    0.0088435 _ 10   +   0.0088435 _ 15    
   =   0.03 _ 0.0383916   = 0.78142. 

Because 0.78142 < 1.714, we fail to reject the null hypothesis. There is 
not sufficient evidence to indicate that the mean for Analyst A exceeds 
that for Analyst B.

An investment consultant gathers two independent random samples of five-
year performance data for US and European absolute return hedge funds. 
Noting a return advantage of 50 bps for US managers, the consultant decides 
to test whether the two means are different from one another at a 0.05 level of 
significance. The two populations are assumed to be normally distributed with 
unknown but equal variances. Results of the hypothesis test are contained in 
the Exhibit 11.

Exhibit 11: Hypothesis Test Results
 

Sample Size Mean Return (%)
Standard 
Deviation

US managers 50 4.7 5.4
European managers 50 4.2 4.8
Null and alternative hypotheses H0: μUS − μE = 0; Ha: μUS − μE ≠ 0
Calculated test statistic 0.4893
Critical value rejection points ±1.984

 

Note: The mean return for US funds is μUS, and μE is the mean return for European funds.

3. The consultant should conclude that the:

A. null hypothesis is not rejected.
B. alternative hypothesis is statistically confirmed.
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C. difference in mean returns is statistically different from zero.
Solution:
A is correct. The calculated t-statistic value of 0.4893 falls within the bounds 
of the critical t-values of ±1.984. Thus, H0 cannot be rejected; the result is 
not statistically significant at the 0.05 level.

4. During a 10-year period, the standard deviation of annual returns on a port-
folio you are analyzing was 15 percent a year. You want to see whether this 
record is sufficient evidence to support the conclusion that the portfolio’s 
underlying variance of return was less than 400, the return variance of the 
portfolio’s benchmark. 

A. Formulate null and alternative hypotheses consistent with your 
objective.

B. Identify the test statistic for conducting a test of the hypotheses in 
Part A, and calculate the degrees of freedom.

C. Determine whether the null hypothesis is rejected or not rejected at 
the 0.05 level of significance using a critical value of 3.325.

Solution:

A. We have a “less than” alternative hypothesis, where σ2 is the variance 
of return on the portfolio. The hypotheses are H0: σ2 ≥ 400 versus Ha: 
σ2 < 400, where 400 is the hypothesized value of variance. This means 
that the rejection region is on the left side of the distribution.

B. The test statistic is chi-square distributed with 10 − 1 = 9 degrees of 
freedom.

C. The test statistic is calculated as

   χ   2  =    (n − 1)   s   2  _ 
 σ  0  2 

   =   9 ×  15   2  _ 400   =   2, 025 _ 400   = 5.0625 ,  or  5.06. 

Because 5.06 is not less than 3.325, we do not reject the null hypothesis; 
the calculated test statistic falls to the right of the critical value, where the 
critical value separates the left-side rejection region from the region where 
we fail to reject.
We can determine the critical value for this test using software:

Excel [CHISQ.INV(0.05,9)]

[qchisq(.05,9)]

Python 

[from scipy.stats import chi2 and chi2.ppf(.05,9)]

We can determine the p-value for the calculated test statistic of 17.0953 
using software:

Excel [CHISQ.DIST(5.06,9,TRUE)]

[pchisq(5.06,9,lower.tail=TRUE)]

Python  

[from scipy.stats import chi2 and chi2.
cdf(5.06,9)]
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5. You are investigating whether the population variance of returns on an 
index changed subsequent to a market disruption. You gather the following 
data for 120 months of returns before the disruption and for 120 months of 
returns after the disruption. You have specified a 0.05 level of significance. 

Exhibit 12: Data for 120 Months of Returns
 

Time Period N Mean Monthly Return (%) Variance of Returns
Before disruption 120 1.416 22.367
After disruption 120 1.436 15.795

 

A. Formulate null and alternative hypotheses consistent with the research 
goal.

B. Identify the test statistic for conducting a test of the hypotheses in 
Part A, and calculate the degrees of freedom.

C. Determine whether to reject the null hypothesis at the 0.05 level of 
significance if the critical values are 0.6969 and 1.4349.

Solution:

A. We have a “not equal to” alternative hypothesis:

   H  0     :  σ  Before  2   =  σ  After  2    versus   H  a     :  σ  Before  2   ≠  σ  After  2   .

B. To test a null hypothesis of the equality of two variances, we use an 
F-test:

  F =   
 s  1  2 

 _ 
 s  2  2 

  . 

F = 22.367/15.795 = 1.416, with 120 − 1 = 119 numerator and 120 − 1 
= 119 denominator degrees of freedom.

C. Because this is a two-tailed test, we use critical values for the 0.05/2 = 
0.025 level. The calculated test statistic falls within the bounds of the 
critical values (i.e., between 0.6969 and 1.4349), so we fail to reject the 
null hypothesis; there is not enough evidence to indicate that the vari-
ances are different before and after the disruption. Note that we could 
also have formed the F-statistic as 15.796/22.367 = 0.706 and draw the 
same conclusion.
We could also use software to calculate the critical values:

Excel 

[F.INV(0.025,119,119)  and 

F.INV(0.975,119,119)]

[qf(c(.025,.975),119,119)]

Python 

from scipy.stats import f and f.ppf

[(.025,119,119) and

f.ppf(.975,119,119)]
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Additionally, we could use software to calculate the p-value of the cal-
culated test statistic, which is 5.896 percent, and then compare it with 
the level of significance:

Excel

[(1-F.DIST(22.367/15.796,119,119,TRUE))*2 or

F.DIST(15.796/22.367,119,119,TRUE)*2]

R

[(1-pf(22.367/15.796,119,119))*2 or

pf(15.796/22.367,119,119)*2]

Python

from scipy.stats import f and f.cdf

[(15.796/22.367,119,119)*2 or

(1-f.cdf(22.367/15.796,119,119))*2]

PARAMETRIC VERSUS NONPARAMETRIC TESTS

compare and contrast parametric and nonparametric tests, and 
describe situations where each is the more appropriate type of test

The hypothesis testing procedures we have discussed up to this point have two char-
acteristics in common. First, they are concerned with parameters, and second, their 
validity depends on a definite set of assumptions. Mean and variance, for example, 
are two parameters, or defining quantities, of a normal distribution. The tests also 
make specific assumptions—in particular, assumptions about the distribution of the 
population producing the sample. Any test or procedure with either of these two 
characteristics is a parametric test or procedure.

In some cases, however, we are concerned about quantities other than parameters 
of distributions. In other cases, we may believe that the assumptions of parametric 
tests do not hold. In cases where we are examining quantities other than population 
parameters or where assumptions of the parameters are not satisfied, a nonparametric 
test or procedure can be useful.

A nonparametric test is a test that is not concerned with a parameter or a 
test that makes minimal assumptions about the population from which the sample 
comes. Exhibit 13 presents examples of nonparametric alternatives to the parametric, 
t-distributed tests concerning means.

Exhibit 13: Nonparametric Alternatives to Parametric Tests Concerning 
Means

Parametric Nonparametric
Tests concerning a single mean t-distributed test 

z-distributed test
Wilcoxon signed-rank test

4
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Tests concerning differences between 
means

t-distributed test Mann–Whitney U test  
(Wilcoxon rank sum test)

Tests concerning mean differences  
(paired comparisons tests)

t-distributed test Wilcoxon signed-rank test 
Sign test

Uses of Nonparametric Tests
Nonparametric procedures are primarily used in four situations: (1) when the data do 
not meet distributional assumptions, (2) when there are outliers, (3) when the data 
are given in ranks or use an ordinal scale, or (4) when the relevant hypotheses do not 
concern a parameter.

The first situation occurs when the data available for analysis suggest that the 
distributional assumptions of the parametric test are not satisfied. For example, we 
may want to test a hypothesis concerning the mean of a population but believe that 
neither t- nor z-distributed tests are appropriate because the sample is small and may 
come from a markedly non-normally distributed population. In that case, we may use 
a nonparametric test. The nonparametric test will frequently involve the conversion 
of observations (or a function of observations) into ranks according to magnitude, 
and sometimes it will involve working with only “greater than” or “less than” relation-
ships (using the + and − signs to denote those relationships). Characteristically, one 
must refer to specialized statistical tables to determine the rejection points of the 
test statistic, at least for small samples. Such tests, then, typically interpret the null 
hypothesis as a hypothesis about ranks or signs.

Second, whereas the underlying distribution of the population may be normal, 
there may be extreme values or outliers that influence the parametric statistics but 
not the nonparametric statistics. For example, we may want to use a nonparametric 
test of the median, in the case of outliers, instead of a test of the mean.

Third, we may have a sample in which observations are ranked. In those cases, we 
also use nonparametric tests because parametric tests generally require a stronger 
measurement scale than ranks. For example, if our data were the rankings of invest-
ment managers, we would use nonparametric procedures to test the hypotheses 
concerning those rankings.

A fourth situation in which we use nonparametric procedures occurs when our 
question does not concern a parameter. For example, if the question concerns whether 
a sample is random or not, we use the appropriate nonparametric test (a “runs test”). 
The nonparametric runs test is used to test whether stock price changes can be used 
to forecast future stock price changes—in other words, a test of the random walk 
theory. Another type of question that nonparametric methods can address is whether 
a sample came from a population following a particular probability distribution.

Nonparametric Inference: Summary
Nonparametric statistical procedures extend the reach of inference because they make 
few assumptions, can be used on ranked data, and may address questions unrelated 
to parameters. Quite frequently, nonparametric tests are reported alongside para-
metric tests; the user can then assess how sensitive the statistical conclusion is to 
the assumptions underlying the parametric test. However, if the assumptions of the 
parametric test are met, the parametric test (where available) is generally preferred 
over the nonparametric test because the parametric test may have more power—that 
is, a greater ability to reject a false null hypothesis.
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PRACTICE PROBLEMS

1. An analyst suspects that, in the most recent year, excess returns on stocks have 
fallen below 5%. She wants to study whether the excess returns are less than 5%. 
Designating the population mean as μ, which hypotheses are most appropriate 
for her analysis?

A. H0: µ = 5% versus Ha: µ ≠ 5%

B. H0: µ> 5% versus Ha: µ < 5%

C. H0: µ< 5% versus Ha: µ > 5%

2. Which of the following statements about hypothesis testing is correct?

A. The null hypothesis is the condition a researcher hopes to support.

B. The alternative hypothesis is the proposition considered true without con-
clusive evidence to the contrary.

C. The alternative hypothesis exhausts all potential parameter values not 
accounted for by the null hypothesis.

3. Which of the following statements regarding the null hypothesis is correct?

A. It can be stated as “not equal to” provided the alternative hypothesis is 
stated as “equal to.”

B. Along with the alternative hypothesis, it considers all possible values of the 
population parameter.

C. In a two-tailed test, it is rejected when evidence supports equality between 
the hypothesized value and the population parameter.

4. Which of the following statements regarding a one-tailed hypothesis test is 
correct?

A. The rejection region increases in size as the level of significance becomes 
smaller.

B. A one-tailed test more strongly reflects the beliefs of the researcher than a 
two-tailed test.

C. The absolute value of the critical value is larger than that for a two-tailed 
test at the same level of significance.

5. If a researcher selects a 5 percent level of significance for a hypothesis test, the 
confidence level is:

A. 2.5 percent.

B. 5 percent.

C. 95 percent.

6. A hypothesis test for a normally distributed population, at a 0.05 significance 
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level, implies a:

A. 95 percent probability of rejecting a true null hypothesis.

B. 95 percent probability of a Type I error for a two-tailed test.

C. 5 percent critical value rejection region for a one-tailed test.

7. The value of a test statistic is best described as the basis for deciding whether to:

A. reject the null hypothesis.

B. accept the null hypothesis.

C. reject the alternative hypothesis.

8. Which of the following best describes a Type I error?

A. Rejecting a true null hypothesis

B. Rejecting a false null hypothesis

C. Failing to reject a false null hypothesis

9. A Type II error is best described as:

A. rejecting a true null hypothesis.

B. failing to reject a false null hypothesis.

C. failing to reject a false alternative hypothesis.

10. The level of significance of a hypothesis test is best used to:

A. calculate the test statistic.

B. define the test’s rejection points.

C. specify the probability of a Type II error.

11. The probability of correctly rejecting the null hypothesis is the:

A. p-value.

B. power of a test.

C. level of significance.

12. The power of a hypothesis test is:

A. equivalent to the level of significance.

B. the probability of not making a Type II error.

C. unchanged by increasing a small sample size.

13. In the step “stating a decision rule” in testing a hypothesis, which of the following 
elements must be specified?

A. Critical value

B. Power of a test
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C. Value of a test statistic

14. A pooled estimator is used when testing a hypothesis concerning the:

A. equality of the variances of two normally distributed populations.

B. difference between the means of two approximately normally distributed 
populations with unknown but assumed equal variances.

C. difference between the means of two at least approximately normally dis-
tributed populations with unknown and assumed unequal variances.

15. When evaluating mean differences between two dependent samples, the most 
appropriate test is a:

A. z-test.

B. chi-square test.

C. paired comparisons test.

16. A chi-square test is most appropriate for tests concerning:

A. a single variance.

B. differences between two population means with variances assumed to be 
equal.

C. differences between two population means with variances not assumed to 
be equal.

17. Which of the following tests should be used to test the difference between the 
variances of two normally distributed populations with random independent 
samples?

A. t-test

B. F-test

C. Paired comparisons test

18. A nonparametric test is most appropriate when the:

A. data consist of ranked values.

B. validity of the test depends on many assumptions.

C. sample sizes are large but are drawn from a population that may be 
non-normal.

19. In which of the following situations would a nonparametric test of a hypothesis 
most likely be used?

A. The sample data are ranked according to magnitude.

B. The sample data come from a normally distributed population.

C. The test validity depends on many assumptions about the nature of the 
population.
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20. An analyst is examining the monthly returns for two funds over one year. Both 
funds’ returns are non-normally distributed. To test whether the mean return of 
one fund is greater than the mean return of the other fund, the analyst can use:

A. a parametric test only.

B. a nonparametric test only.

C. both parametric and nonparametric tests.
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SOLUTIONS

1. B is correct. The null hypothesis is what she wants to reject in favor of the al-
ternative, which is that population mean excess return is less than 5%. This is a 
one-sided (left-side) alternative hypothesis.

2. C is correct. Together, the null and alternative hypotheses account for all possible 
values of the parameter. Any possible values of the parameter not covered by the 
null must be covered by the alternative hypothesis (e.g., H0: μ ≤ 5 versus Ha: μ 
> 5). A is incorrect because the null hypothesis is what the researcher wants to 
reject; the “hoped for” or “suspected” condition is often set up as the alternative 
hypothesis. B is incorrect because the null (not the alternative) hypothesis is 
considered to be true unless the sample used to conduct the hypothesis test gives 
convincing evidence that the null hypothesis is false.

3. B is correct. The null and alternative hypotheses are complements of one another 
and must be both mutually and collectively exhaustive. Differently put: all possi-
ble values or outcomes need to be contained in either the null or the alternative 
hypothesis.
A is incorrect because the null hypothesis must always include the equality 
sign (less than or equal to, equal to, or greater than or equal to). C is incorrect 
because, in a two-tailed test, the null hypothesis is generally set up as equality be-
tween the hypothesized value and the population parameter. If evidence supports 
equality, then the null hypothesis would not be rejected.

4. B is correct. One-tailed tests in which the alternative is “greater than” or “less 
than” represent the beliefs of the researcher more firmly than a “not equal to” 
alternative hypothesis.
A is incorrect because a smaller significance level implies a smaller rejection 
region. C is incorrect because the absolute value of the critical value for a 
one-tailed hypothesis test is smaller than that of a two-tailed test.
For example, for a two-tailed t-test with 30 degrees of freedom at the 5% signifi-
cance level, the corresponding critical value is ±2.042 (2.5% in each tail) whereas 
the corresponding critical value for a one-tailed t-test is +1.697 or –1.697 (5% 
in the left or right tail). Thus, the absolute value of the critical value is small-
er for the one-tailed test than it is for the two-tailed test for the same level of 
significance.

5. C is correct. The 5 percent level of significance (i.e., probability of a Type I error) 
corresponds to 1 − 0.05 = 0.95, or a 95 percent confidence level (i.e., probability 
of not rejecting a true null hypothesis). The level of significance is the comple-
ment to the confidence level; in other words, they sum to 1.00, or 100 percent.

6. C is correct. For a one-tailed hypothesis test, there is a 5 percent rejection region 
in one tail of the distribution. A is incorrect because a 5 percent significance level 
implies a 5 percent probability of rejecting the null hypothesis and a 95 percent 
confidence interval. B is incorrect because the probability of a Type I error (mis-
takenly rejecting a true null) is the stated 5 percent significance level.

7. A is correct. In hypothesis testing, a test statistic is a quantity whose value is the 
basis for deciding whether to reject the null hypothesis.

8. A is correct. The definition of a Type I error is when a true null hypothesis is 
rejected.

© CFA Institute. For candidate use only. Not for distribution.



Solutions 243

9. B is correct. A Type II error occurs when a false null hypothesis is not rejected.

10. B is correct. The level of significance is used to establish the rejection points 
of the hypothesis test. A is correct because the significance level is not used to 
calculate the test statistic; rather, it is used to determine the critical value. C is 
incorrect because the significance level specifies the probability of making a Type 
I error.

11. B is correct. The power of a test is the probability of rejecting the null hypothesis 
when it is false. A is incorrect because the p-value is the smallest level of signif-
icance at which the null hypothesis can be rejected. C is incorrect because the 
level of significance is the probability of mistakenly rejecting the null hypothesis 
(Type I error).

12. B is correct. The power of a hypothesis test is the probability of correctly reject-
ing the null when it is false. Failing to reject the null when it is false is a Type II 
error. Thus, the power of a hypothesis test is the probability of not committing a 
Type II error.

13. A is correct. The critical value in a decision rule is the rejection point for the test. 
It is the point with which the test statistic is compared to determine whether to 
reject the null hypothesis, which is part of the fourth step in hypothesis testing. 
B is incorrect because the power of a test refers to the probability of rejecting the 
null hypothesis when it is false. C is incorrect because the value of the test sta-
tistic is specified in the ‘Identify the appropriate test statistic and its probability 
distribution” step.

14. B is correct. The assumption that the variances are equal allows for the combin-
ing of both samples to obtain a pooled estimate of the common variance.

15. C is correct. A paired comparisons test is appropriate to test the mean differ-
ences of two samples believed to be dependent. A is incorrect because a z-test is 
used to determine whether two population means are different when the vari-
ances are known and the sample size is large. B is incorrect because a chi-square 
test is used for tests concerning the variance of a single normally distributed 
population.

16. A is correct. A chi-square test is used for tests concerning the variance of a single 
normally distributed population.

17. B is correct. An F-test is used to conduct tests concerning the difference between 
the variances of two normally distributed populations with random independent 
samples.

18. A is correct. When the samples consist of ranked values, parametric tests are not 
appropriate. In such cases, nonparametric tests are most appropriate.

19. A is correct. A nonparametric test is used when the data are given in ranks.

20. B is correct. There are only 12 (monthly) observations over the one year of 
the sample and thus the samples are small. Additionally, the funds’ returns are 
non-normally distributed. Therefore, the samples do not meet the distributional 
assumptions for a parametric test. The Mann–Whitney U test (a nonparametric 
test) could be used to test the differences between population means.
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LEARNING OUTCOMES
Mastery The candidate should be able to:

explain parametric and nonparametric tests of the hypothesis that 
the population correlation coefficient equals zero, and determine 
whether the hypothesis is rejected at a given level of significance 
explain tests of independence based on contingency table data

INTRODUCTION

In many contexts in investments, we want to assess the strength of the linear rela-
tionship between two variables—that is, we want to evaluate the correlation between 
them. A significance test of a correlation coefficient allows us to assess whether the 
relationship between two random variables is the result of chance. Lesson 1 covers 
a parametric and a non-parametric approach to testing the correlation between two 
variables. If we decide that the relationship does not result from chance, then we can 
use this information in modeling or forecasting using regression models or machine 
learning covered in later Learning Modules.

When faced with categorical or discrete data, however, we cannot use the meth-
ods discussed in the first lesson to test whether the classifications of such data are 
independent. If we want to test whether there is a relationship between categorical 
or discreet data, we can perform a test of independence using a nonparametric test 
statistic. The second lesson covers the use of contingency tables in implementing this 
non-parametric test.  

LEARNING MODULE OVERVIEW

 ■ There are three ways to formulate hypotheses. Let θ indicate 
the population parameters:
1. Two-sided alternative: H0: θ = θ0 versus Ha: θ ≠ θ0
2. One-sided alternative (right side): H0: θ ≤ θ0 versus Ha: θ > θ0

1

L E A R N I N G  M O D U L E

9
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3. One-sided alternative (left side): H0: θ ≥ θ0 versus Ha: θ < θ0
where θ0 is a hypothesized value of the population parameter and θ is 
the true value of the population parameter.

 ■ A parametric test is a hypothesis test concerning a population param-
eter or a hypothesis test based on specific distributional assumptions. 
In contrast, a nonparametric test either is not concerned with a 
parameter or makes mini mal assumptions about the population from 
which the sample comes.

 ■ A nonparametric test is primarily used when data do not meet distri-
butional assumptions, when there are outliers, when data are given in 
ranks, or when the hypothesis we are addressing does not concern a 
parameter.

 ■ In tests concerning correlation, we use a t-statistic to test whether a 
popula tion correlation coefficient is different from zero. If we have n 
observations for two variables, this test statistic has a t-distribution 
with n − 2 degrees of freedom.

 ■ The Spearman rank correlation coefficient is calculated on the ranks of 
two variables within their respective samples.

 ■ A chi-square distributed test statistic is used to test for independence 
of two categorical variables. This nonparametric test compares actual 
frequencies with those expected on the basis of independence. This 
test statistic has degrees of freedom of (r − 1)(c − 2), where r is the 
number of categories for the first variable and c is the number of cate-
gories of the second variable.

TESTS CONCERNING CORRELATION

explain parametric and nonparametric tests of the hypothesis that 
the population correlation coefficient equals zero, and determine 
whether the hypothesis is rejected at a given level of significance 

The most common hypotheses concerning correlation occur when comparing the 
population correlation coefficient with zero because we often ask whether a rela-
tionship exists, which implies a null of the correlation coefficient equal to zero (i.e., 
no relationship). Hypotheses concerning the population correlation coefficient may 
be two- or one-sided, as we have seen in other tests. Let ρ represent the population 
correlation coefficient. The possible hypotheses are as follows:

 Two sided: H0: ρ = 0 versus Ha: ρ ≠ 0

 One sided (right side): H0: ρ ≤ 0 versus Ha: ρ > 0

 One sided (left side): H0: ρ ≥ 0 versus Ha: ρ < 0

We use the sample correlation to test these hypotheses on the population correlation.

2
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Parametric Test of a Correlation
The parametric pairwise correlation coefficient is often referred to as Pearson cor-
relation, the bivariate correlation, or simply the correlation. Our focus is on the 
testing of the correlation and not the actual calculation of this statistic, but it helps 
distinguish this correlation from the nonparametric correlation if we look at the 
formula for the sample correlation. Consider two variables, X and Y. The sample 
correlation, rXY, is as follows:

   r  XY   =   
 s  XY  

 _  s  X    s  Y    ,  (1)

where sXY is the sample covariance between the X and Y variables, sX is the standard 
deviation of the X variable, and sY is the standard deviation of the Y variable. We often 
drop the subscript to represent the correlation as simply r.

Therefore, you can see from this formula that each observation is compared with 
its respective variable mean and that, because of the covariance, it matters how much 
each observation differs from its respective variable mean. Note that the covariance 
drives the sign of the correlation. 

If the two variables are normally distributed, we can test to determine whether 
the null hypothesis (H0: ρ = 0) should be rejected using the sample correlation, r. The 
formula for the t-test is as follows:

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
  .  (2)

This test statistic is t-distributed with n − 2 degrees of freedom. One practical obser-
vation concerning Equation 2 is that the magnitude of r needed to reject the null 
hypothesis decreases as sample size n increases, for two reasons. First, as n increases, 
the number of degrees of freedom increases and the absolute value of the critical value 
of the t-statistic decreases. Second, the absolute value of the numerator increases with 
larger n, resulting in a larger magnitude of the calculated t-statistic. For example, with 
sample size n = 12, r = 0.35 results in a t-statistic of 1.182, which is not different from 
zero at the 0.05 level (tα/2 = ±2.228). With a sample size of n = 32, the same sample 
correlation, r = 0.35, yields a t-statistic of 2.046, which is just significant at the 0.05 
level (tα/2 = ±2.042).

Another way to make this point is that when sampling from the same popula-
tion, a false null hypothesis is more likely to be rejected (i.e., the power of the test 
increases) as we increase the sample size, all else equal, because a higher number of 
observations increases the numerator of the test statistic. We show this in Exhibit 1 
for three different sample correlation coefficients, with the corresponding calculated 
t-statistics and significance at the 5 percent level for a two-sided alternative hypoth-
esis. As the sample size increases, significance is more likely to be indicated, but the 
rate of achieving this significance depends on the sample correlation coefficient; the 
higher the sample correlation, the faster significance is achieved when increasing the 
sample size. As the sample sizes increase as ever-larger datasets are examined, the null 
hypothesis is almost always rejected and other tools of data analysis must be applied.
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Exhibit 1: Calculated Test Statistics for Different Sample Sizes and Sample 
Correlations with a 5 Percent Level of Significance

Calculated t-Statistic

88

66
77

55
44
33

11
22

00

33 1212 2121 3030 3939 4848 5757 6666 7575 8484 9393

Sample Size

t-Statistic for Correlation = 0.2

t-Statistic for Correlation = 0.4

t-Statistic for Correlation = 0.6

Significant Correlation = 0.2

Significant Correlation = 0.4

Significant Correlation = 0.6

EXAMPLE 1

Examining the Relationship between Returns on 
Investment One and Investment Two

An analyst is examining the annual returns for Investment One and Investment 
Two over 33 years, as displayed in Exhibit 2.

 

Exhibit 2: Returns for Investments One and Two over 33 Years
 

Annual Return (%)

1212

1010

88
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00

44

–2–2

11 33335533 77 99 1111 1313 1515 1919 2121 2323 2525 2929 31311717 2727

Year

Investment One Investment Two

Although this time series plot provides some useful information, the analyst is 
most interested in quantifying how the returns of these two series are related, so 
she calculates the correlation coefficient, equal to 0.43051, between these series.

1. Is there a significant positive correlation between these two return series if 
she uses a 1 percent level of significance?
Solution:
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Step 1 State the hypotheses.   H  0   : ρ ≤ 0 versus   H  a   : ρ > 0 

Step 2 Identify the appropriate test 
statistic. 

 t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
   

Step 3 Specify the level of 
significance.

1%

Step 4 State the decision rule. With 33 − 2 = 31 degrees of freedom 
and a one-sided test with a 1% level 
of significance, the critical value is 
2.45282.  
We reject the null hypothesis if the 
calculated t-statistic is greater than 
2.45282.

Step 5 Calculate the test statistic.
  t =   0.43051  √ 

_
 33 − 2    ____________  

 √ 
___________

 1 − 0.18534  
     

= 2.65568
   

Step 6 Make a decision. Reject the null hypothesis because the 
calculated t-statistic is greater than 
2.45282. Evidence is sufficient to reject 
the H0 in favor of Ha, that the correla-
tion between the annual returns of these 
two investments is positive.

 

EXAMPLE 2

Correlation with the S&P 500 Returns 

1. Exhibit 3 shows the sample correlations between the monthly returns for 
four different mutual funds and the S&P 500. The correlations are based on 
36 monthly observations. The funds are as follows:

 

Exhibit 3: Sample Correlations between Monthly Returns and the 
S&P 500

 

 

Fund 1 Large-cap fund
Fund 2 Mid-cap fund
Fund 3 Large-cap value fund
Fund 4 Emerging market fund
S&P 500 US domestic stock index

Fund 1 Fund 2 Fund 3 Fund 4 S&P 500
Fund 1 1
Fund 2 0.9231 1
Fund 3 0.4771 0.4156 1
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Fund 4 0.7111 0.7238 0.3102 1
S&P 500 0.8277 0.8223 0.5791 0.7515 1

 

Test the null hypothesis that each of these correlations, individually, is equal 
to zero against the alternative hypothesis that it is not equal to zero. Use a 5 
percent significance level and critical t-values of ±2.032.
Solution:
The hypotheses are H0: ρ = 0 and Ha: ρ ≠ 0. The calculated test statistics are 
based on the formula 

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
  . 

For example, the calculated t-statistic for the correlation of Fund 3 and Fund 
4 is as follows

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
   =   0.3102  √ 

_
 36 − 2    ___________  

 √ 
_

 1 −  0.3102   2   
   = 1.903 .

Repeating this calculation for the entire matrix of correlations gives the 
following:

 

Calculated t-Statistics for Correlations
 

 

Fund 1 Fund 2 Fund 3 Fund 4 S&P 500

Fund 1
Fund 2 13.997
Fund 3 3.165 2.664
Fund 4 5.897 6.116 1.903
S&P 500 8.600 8.426 4.142 6.642

 

With critical values of ±2.032, with the exception of the correlation between 
Fund 3 and Fund 4 returns, we reject the null hypothesis for these correla-
tions. In other words, evidence is sufficient to indicate that the correlations 
are different from zero, with the exception of the correlation of returns 
between Fund 3 and Fund 4.
We could use software to determine the critical values: 

Excel

[T.INV(0.025,34) and T.INV(0.975,34)]

R

[qt(c(.025,.975),34)]

Python

[from scipy.stats import t and t.ppf(.025,34) 
and t.ppf(.975,34)]

We also could use software to determine the p-value for the calculated test 
statistic to enable a comparison with the level of significance. For example, 
for t = 2.664, the p-value is 0.01172: 

Excel
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[(1-T.DIST(2.664,34,TRUE))*2]

R

[(1-pt(2.664,34))*2]

Python

[from scipy.stats import t

(1-t.cdf(2.664,34))*2]

Non-Parametric Test of Correlation: The Spearman Rank 
Correlation Coefficient
When we believe that the population under consideration meaningfully departs from 
normality, we can use a test based on the Spearman rank correlation coefficient, 
rS. The Spearman rank correlation coefficient is essentially equivalent to the Pearson 
correlation coefficient as defined earlier, but it is calculated on the ranks of the two 
variables (e.g., X and Y) within their respective samples. The calculation of rS requires 
the following steps:

1. Rank the observations on X from largest to smallest. Assign the number 1 to 
the observation with the largest value, the number 2 to the observation with 
second largest value, and so on. In case of ties, assign to each tied obser-
vation the average of the ranks that they jointly occupy. For example, if the 
third and fourth largest values are tied, we assign both observations the rank 
of 3.5 (the average of 3 and 4). Perform the same procedure for the observa-
tions on Y.

2. Calculate the difference, di, between the ranks for each pair of observations 
on X and Y, and then calculate di

2 (the squared difference in ranks).
3. With n as the sample size, the Spearman rank correlation is given as follows:

   r  s   = 1 −   
6 ∑ 

i=1
  

n
    d  i  2  
 _ n( n   2  − 1)  .  (3)

Suppose an analyst is examining the relationship between returns for two invest-
ment funds, A and B, of similar risk over 35 years. She is concerned that the assumptions 
for the parametric correlation may not be met, so she decides to test Spearman rank 
correlations. Her hypotheses are H0: rS = 0 and Ha: rS ≠ 0. She gathers the returns, 
ranks the returns for each fund, and calculates the difference in ranks and the squared 
differences. A partial table is provided in Exhibit 4.

Exhibit 4: Differences and Squared Differences in Ranks for Fund A and 
Fund B over 35 Years

Year Fund A Fund B Rank of A Rank of B d d2

1 2.453 1.382 27 31 −4 16
2 3.017 3.110 24 24 0 0
3 4.495 6.587 19 7 12 144
4 3.627 3.300 23 23 0 0
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Year Fund A Fund B Rank of A Rank of B d d2

⁝

30 2.269 0.025 28 35 −7 49
31 6.354 4.428 10 19 −9 81
32 6.793 4.165 8 20 −12 144
33 7.300 7.623 5 5 0 0
34 6.266 4.527 11 18 −7 49
35 1.257 4.704 34 16 18 324

Sum = 2,202

The Spearman rank correlation is as follows:

   r  s   = 1 −   
6 ∑ 

i=1
  

n
    d  i  2  
 _ n( n   2  − 1)   = 1 −   

6(2, 202)
 _ 35(1, 225 − 1)   = 0.6916. 

The test of hypothesis for the Spearman rank correlation depends on whether the 
sample is small or large (n > 30). For small samples, the researcher requires a spe-
cialized table of critical values, but for large samples, we can conduct a t-test using 
the test statistic in Equation 2, which is t-distributed with n − 2 degrees of freedom.

In this example, for a two-tailed test with a 5 percent significance level, the crit-
ical values for n − 2 = 35 − 2 = 33 degrees of freedom are ±2.0345. For the sample 
information in Exhibit 4, the calculated test statistic is as follows:

  t =   0.6916  √ 
_

 33   ___________  
 √ 

____________
  1 − ( 0.6916   2 )  
   = 5.5005 

Accordingly, we reject the null hypothesis (H0: rS = 0), concluding that evidence is 
sufficient to indicate that the correlation between the returns of Fund A and Fund B 
is different from zero.

EXAMPLE 3

Testing the Exchange Rate Correlation

An analyst gathers exchange rate data for five currencies relative to the US dol-
lar. Upon inspection of the distribution of these exchange rates, she observes 
a departure from normality, especially with negative skewness for four of the 
series and positive skewness for the fifth. Therefore, she decides to examine the 
relationships among these currencies using Spearman rank correlations. She 
calculates these correlations between the currencies over 180 days, which are 
shown in the correlogram in Exhibit 5. In this correlogram, the lower triangle 
reports the pairwise correlations and the upper triangle provides a visualization 
of the magnitude of the correlations, with larger circles indicating the larger 
absolute value of the correlations and darker circles indicating correlations that 
are negative.
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Exhibit 5: Spearman Rank Correlations between Exchanges Rates 
Relative to the US Dollar
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1. For any of these pairwise Spearman rank correlations, can we reject the null 
hypothesis of no correlation (H0: rS = 0 and Ha: rS ≠ 0) at the 5 percent level 
of significance? 
Solution:
The critical t-values for 2.5 percent in each tail of the distribution are 
±1.97338.
There are five exchange rates, so there are 5C2 = {5! / [2!(5 -2)!]}, or 10, 
unique correlation pairs. Therefore, we need to calculate 10 t-statistics. For 
example, the correlation between EUR/USD and AUD/USD is 0.6079. The 
calculated t-statistic is

    0.6079  √ 
_

 180 − 2    ____________  
 √ 
_

 1 −  0.6079   2   
   =   8.11040 _ 0.79401   = 10.2144 . 

Repeating this t-statistic calculation for each pair of exchange rates yields 
the test statistics shown in Exhibit 6.

 

Exhibit 6: Calculated Test Statistics for Test of Spearman Rank 
Correlations

 

 

AUD/USD CAD/USD EUR/USD GBP/USD

CAD/USD 29.7409
EUR/USD 10.2144 9.1455
GBP/USD 12.4277 13.2513 7.4773
JPY/USD −2.6851 −3.6726 5.2985 −2.7887

 

The analyst should reject all 10 null hypotheses, because the calculated 
t-statistics for all exchange rate pairs fall outside the bounds of the two crit-
ical values. She should conclude that all the exchange rate pair correlations 
are different from zero at the 5 percent level.
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QUESTION SET

You are interested in whether excess risk-adjusted return (alpha) is 
correlated with mutual fund expense ratios for US large-cap growth 
funds. The following table presents the sample.

 

Mutual Fund Alpha Expense Ratio

1 −0.52 1.34
2 −0.13 0.40
3 −0.50 1.90
4 −1.01 1.50
5 −0.26 1.35
6 −0.89 0.50
7 −0.42 1.00
8 −0.23 1.50
9 −0.60 1.45

 

1. Formulate null and alternative hypotheses consistent with the verbal de-
scription of the research goal.
Solution:
We have a “not equal to” alternative hypothesis:

 H0: ρ = 0 versus Ha: ρ ≠ 0

2. Identify and justify the test statistic for conducting a test of the hypotheses 
in Part A.
Solution:
Mutual fund expense ratios are bounded from above and below; in prac-
tice, there is at least a lower bound on alpha (as any return cannot be less 
than −100 percent), and expense ratios cannot be negative. These variables 
may not be normally distributed, and the assumptions of a parametric 
test are not likely to be fulfilled. Thus, a nonparametric test appears to be 
appropriate.
We would use the nonparametric Spearman rank correlation coefficient to 
conduct the test:

   r  s   = 1 −   
6 ∑ 

i=1
  

n
    d  i  2  
 _ n( n   2  − 1)   

with the t-distributed test statistic of 

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
   .

The calculation of the Spearman rank correlation coefficient is given in the 
following table.
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Mutual 
Fund Alpha

Expense 
Ratio

Rank 
by 

Alpha

Rank by 
Expense 

Ratio
Difference 

in Rank
Difference 

Squared

1 −0.52 1.34 6 6 0 0
2 −0.13 0.40 1 9 −8 64
3 −0.50 1.90 5 1 4 16
4 −1.01 1.50 9 2.5 6.5 42.25
5 −0.26 1.35 3 5 −2 4
6 −0.89 0.50 8 8 0 0
7 −0.42 1.00 4 7 −3 9
8 −0.23 1.50 2 2.5  –0.5 0.25
9 −0.60 1.45 7 4 3 9

144.5
 

   r  s   = 1 −   
6(144.5)

 _ 9(80)   = − 0.20416. 

3. Determine whether to reject the null hypothesis at the 0.05 level of signifi-
cance if the critical values are ±2.306.
The calculated test statistic, using the t-distributed test statistic 

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
    is  t =   − 0.2416  √ 

_
 7   ___________   √ 

___________
  1 − 0.041681     =   − 0.540156 _ 0.978937   = − 0.55177 . 

On the basis of this value falling within the range of +2.306, we fail to reject 
the null hypothesis that the Spearman rank correlation coefficient is zero. 

TESTS OF INDEPENDENCE USING CONTINGENCY 
TABLE DATA

explain tests of independence based on contingency table data

When faced with categorical or discrete data, we cannot use the methods that we have 
discussed up to this point to test whether the classifications of such data are indepen-
dent. Suppose we observe the following frequency table of 1,594 exchange-traded 
funds (ETFs) based on two classifications: size (i.e., market capitalization) and invest-
ment type (value, growth, or blend), as shown in Exhibit 7. The classification of the 
investment type is discrete, so we cannot use correlation to assess the relationship 
between size and investment type.

3
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Exhibit 7: Size and Investment Type Classifications of 1,594 ETFs

Investment Type

Size Based on Market Capitalization

TotalSmall Medium Large

Value 50 110 343 503
Growth 42 122 202 366
Blend 56 149 520 725
Total 148 381 1,065 1,594

Exhibit 7 is called a contingency table or a two-way table (because there are two 
classifications, or classes—size and investment type).

If we want to test whether a relationship exists between the size and investment 
type, we can perform a test of independence using a nonparametric test statistic that 
is chi-square distributed:

   χ   2  =  ∑ 
i=1

  
m

     
 ( O  ij   −  E  ij  )   2 

 _  E  ij  
  ,   (4)

where:

 m = the number of cells in the table, which is the number of groups in the first 
class multiplied by the number of groups in the second class;

 Oij = the number of observations in each cell of row i and column j (i.e., observed 
frequency); and

 Eij = the expected number of observations in each cell of row i and column j, 
assuming independence (i.e., expected frequency).

This test statistic has (r − 1)(c − 1) degrees of freedom, where r is the number of 
rows and c is the number of columns.

In Exhibit 7, size class has three groups (small, medium, and large) and investment 
type class has three groups (value, growth, and blend), so m is 9 (= 3 × 3). The number 
of ETFs in each cell (Oij), the observed frequency, is given, so to calculate the chi-square 
test statistic, we need to estimate Eij, the expected frequency, which is the number of 
ETFs we would expect to be in each cell if size and investment type are completely 
independent. The expected number of ETFs (Eij) is calculated using the following:

   E  ij   =   
(Total row i ) × (Total column j)

   ______________________  Overall total  .  (5)

Consider one combination of size and investment type, small-cap value:

   E  ij   =   503 × 148 _ 1, 594   = 46.703. 

We repeat this calculation for each combination of size and investment type (i.e., m 
= 9 pairs) to arrive at the expected frequencies, shown in Panel A of Exhibit 8.

Next, we calculate 

    
 ( O  ij   −  E  ij  )   2 

 _  E  ij  
   , 

the squared difference between observed and expected frequencies scaled by 
expected frequency, for each cell as shown in Panel B of Exhibit 8. Finally, by sum-
ming the values of 

    
 ( O  ij   −  E  ij  )   2 

 _  E  ij  
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for each of the m cells, we calculate the chi-square statistic as 32.08025.

Exhibit 8: Inputs to Chi-Square Test Statistic Calculation for 1,594 ETFs 
Assuming Independence of Size and Investment Type

A. Expected Frequency of ETFs by Size and Investment Type

Investment Type

Size Based on Market Capitalization

Small Medium Large

Value 46.703 120.228 336.070
Growth 33.982 87.482 244.536
Blend 67.315 173.290 484.395
Total 148.000 381.000 1,065.000

B. Scaled Squared Deviation for Each Combination of Size and Investment Type

Investment Type

Size Based on Market Capitalization

Small Medium Large

Value 0.233 0.870 0.143
Growth 1.892 13.620 7.399
Blend 1.902 3.405 2.617

In our ETF example, we test the null hypothesis of independence between the two 
classes (i.e., no relationship between size and investment type) versus the alternative 
hypothesis of dependence (i.e., a relationship between size and investment type) using 
a 5 percent level of significance, as shown in Exhibit 9. If the observed values are 
equal to the expected values, the calculated test statistic would be zero. If, however, 
the observed and expected values are different, these differences are squared, so the 
calculated chi-square statistic will be positive. Therefore, for the test of independence 
using a contingency table, there is only one rejection region, on the right side.

Exhibit 9: Test of Independence of Size and Investment Type for 1,594 ETFs

Step 1 State the hypotheses. H0: ETF size and investment type are not 
related, so these classifications are independent; 
Ha : ETF size and investment type are related, 
so these classifications are not independent. 

Step 2 Identify the appropriate test 
statistic.   χ   2  =  ∑ 

i=1
  

m
    
  ( O  ij   −  E  ij  )    2 

 _  E  ij  
    

Step 3 Specify the level of significance. 5%
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Step 4 State the decision rule. With (3 − 1) × (3 − 1) = 4 degrees of freedom 
and a one-sided test with a 5% level of signifi-
cance, the critical value is 9.4877.
We reject the null hypothesis if the calculated 
÷2 statistic is greater than 9.4877.

Excel CHISQ.INV(0.95,4)

R qchisq(.95,4)

Python from scipy.stats import 
chi2

chi2.ppf(.95,4)

Step 5 Calculate the test statistic. χ2 = 32.08025
Step 6 Make a decision. Reject the null hypothesis of independence 

because the calculated ÷2 test statistic is greater 
than 9.4877. Evidence is sufficient to conclude 
that ETF size and investment type are related 
(i.e., not independent).

We can visualize the contingency table in a graphic referred to as a mosaic. In a 
mosaic, a grid reflects the comparison between the observed and expected frequencies. 
Consider Exhibit 10, which represents the ETF contingency table.

Exhibit 10: Mosaic of the ETF Contingency Table
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The width of the rectangles in Exhibit 10 reflect the proportion of ETFs that are 
small, medium, and large, whereas the height reflects the proportion that are value, 
growth, and blend. The darker shading indicates whether the number of observations 
is more than expected under the null hypothesis of independence, whereas the lighter 
shading indicates that the number of observations is less than expected, with “more 
than” and “less than” determined by reference to the standardized residual boxes. The 
standardized residual, also referred to as a Pearson residual, is as follows:

  Standardized residual =   
 O  ij   −  E  ij   _  √ 

_
  E  ij    
  .  (6)
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The interpretation for this ETF example is that there are more medium-size growth 
ETFs (standardized residual of 3.69) and fewer large-size growth ETFs (standardized 
residual of −2.72) than would be expected if size and investment type were independent.

EXAMPLE 4

Using Contingency Tables to Test for Independence

Consider the contingency table in Exhibit 11, which classifies 500 randomly 
selected companies on the basis of two environmental, social, and governance 
(ESG) rating dimensions: environmental rating and governance rating.

 

Exhibit 11: Classification of 500 Randomly Selected Companies 
Based on Environmental and Governance Ratings

 

 

Environmental Rating

Governance Rating

TotalProgressive Average Poor

Progressive 35 40 5 80
Average 80 130 50 260
Poor 40 60 60 160
Total 155 230 115 500

 

1. What are the expected frequencies for these two ESG rating dimensions if 
these categories are independent?
Solution:
The expected frequencies based on independence of the governance rating 
and the environmental rating are shown in Panel A of Exhibit 12. For 
example, using Equation 5, the expected frequency for the combination of 
progressive governance and progressive environmental ratings is

   E  ij   =   155 × 80 _ 500   = 24.80. 

The scaled squared deviations for each combination of environmental and 
governance rating are shown in Panel B of Exhibit 12. For example, using 
Equation 4, the scaled squared deviation for the combination of progressive 
governance and progressive environmental ratings is as follows:

  =   
 (35 − 24.8)   2 

 _ 24.8   = 4.195. 
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Exhibit 12: Inputs to Chi-Square Test Statistic Calculation Assuming 
Independence of Environmental and Governance Ratings

 

 

A. Expected Frequencies of Environmental and Governance Ratings 
Assuming Independence

Environmental Rating

Governance Rating

Progressive Average Poor

Progressive 24.8 36.8 18.4
Average 80.6 119.6 59.8
Poor 49.6 73.6 36.8

 

 

B. Scaled Squared Deviation for Each Combination of Environmental and 
Governance Ratings

Environmental Rating

Governance Rating

Progressive Average Poor

Progressive 4.195 0.278 9.759
Average 0.004 0.904 1.606
Poor 1.858 2.513 14.626

 

2. Using a 5 percent level of significance, determine whether these two ESG 
rating dimensions are independent of one another.
Solution:

 

Step 1 State the 
hypotheses.

H0: Governance and environmental ratings are not 
related, so these ratings are independent; 
Ha: Governance and environmental ratings are 
related, so these ratings are not independent. 

Step 2 Identify the appro-
priate test statistic.   χ   2  =  ∑ i=1  

m
      

  ( O  ij   −  E  ij  )    2 
 _  E  ij  

   

Step 3 Specify the level of 
significance.

5%

Step 4 State the decision 
rule.

With (3 − 1) × (3 − 1) = 4 degrees of freedom and 
a one-sided test with a 5% level of significance, the 
critical value is 9.487729.
We reject the null hypothesis if the calculated ÷2 
statistic is greater than 9.487729.
Excel 
CHISQ.INV(0.95,4)

R  
qchisq(.95,4)

Python 
from scipy.stats import chi2

chi2.ppf(.95,4)
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Step 5 Calculate the test 
statistic.

χ2= 35.74415
To calculate the test statistic, we first calcu-
late the squared difference between observed 
and expected frequencies scaled by expected 
frequency for each cell, as shown in Panel B of 
Exhibit 12. Then, summing the values in each 
of the m cells (see Equation 4), we calculate the 
chi-square statistic as 35.74415.

Step 6 Make a decision. Reject the null hypothesis because the calculated 
÷2 test statistic is greater than 9.487729. Evidence 
is sufficient to indicate that the environmental 
and governance ratings are related, so they are not 
independent.

 

QUESTION SET

An analyst group follows 250 firms and classifies them in two dimen-
sions. First, they use dividend payment history and earnings forecasts 
to classify firms into one of three groups, with 1 indicating the dividend stars 
and 3 the dividend laggards. Second, they classify firms on the basis of financial 
leverage, using debt ratios, debt features, and corporate governance to classify 
the firms into three groups, with 1 indicating the least risky firms based on 
financial leverage and 3 indicating the riskiest. The classification of the 250 
firms is as follows:

 

Financial Leverage 
Group

Dividend Group

1 2 3

1 40 40 40
2 30 10 20
3 10 50 10

 

Using the classification of the 250 firms, answer the following questions: 

1. What are the null and alternative hypotheses to test whether the dividend 
and financial leverage groups are independent of one another? 
Solution:
The hypotheses are as follows:

H0: Dividend and financial leverage ratings are not related, so these 
groupings are independent.

Ha: Dividend and financial leverage ratings are related, so these groupings 
are not independent.

2. What is the appropriate test statistic to use in this type of test? 
Solution: 
The appropriate test statistic is 
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   χ   2  =  ∑ 
i=1

  
m

     
 ( O  ij   −  E  ij  )   2 

 _  E  ij  
  ,  

where Oij represents the observed frequency for the i and j group and Eij 
represents the expected frequency for the i and j group if the groupings are 
independent.
The expected frequencies based on independence are as follows:

 

Financial Leverage 
Group

Dividend Group

Sum1 2 3

1 38.4 48 33.6 120
2 19.2 24 16.8 60
3 22.4 28 19.6 70
Sum 80 100 70 250

 

The scaled squared deviations for each combination of financial leverage 
and dividend grouping are:

 

Financial 
Leverage Group

Dividend Group

1 2 3

1 0.06667 1.33333 1.21905
2 6.07500 8.16667 0.60952
3 6.86429 17.28571 4.70204

 

3. If the critical value for the 0.05 level of significance is 9.4877, what is your 
conclusion? 
Solution:
The sum of these scaled squared deviations is the calculated chi-square sta-
tistic of 46.3223. Because this calculated value exceeds the critical value of 
9.4877, we reject the null hypothesis that these groupings are independent.
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PRACTICE PROBLEMS

1. Jill Batten is analyzing how the returns on the stock of Stellar Energy Corp. are 
related with the previous month’s percentage change in the US Consumer Price 
Index for Energy (CPIENG). Based on 248 observations, she has computed the 
sample correlation between the Stellar and CPIENG variables to be −0.1452. She 
also wants to determine whether the sample correlation is significantly different 
from zero. The critical value for the test statistic at the 0.05 level of significance 
is approximately 1.96. Batten should conclude that the statistical relationship 
between Stellar and CPIENG is:

A. significant, because the calculated test statistic is outside the bounds of the 
critical values for the test statistic.

B. significant, because the calculated test statistic has a lower absolute value 
than the critical value for the test statistic.

C. insignificant, because the calculated test statistic is outside the bounds of 
the critical values for the test statistic.

2. Which of the following statements is correct regarding the chi-square test of 
independence?

A. The test has a one-sided rejection region.

B. The null hypothesis is that the two groups are dependent.

C. If there are two categories, each with three levels or groups, there are six 
degrees of freedom.
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SOLUTIONS

1. A is correct. The calculated test statistic is

   
t =   r  √ 

_
 n − 2   _ 

 √ 
_

 1 −  r   2   
  
  

=   − 0.1452  √ 
_

 248 − 2    _____________  
 √ 

_____________
  1 −  (− 0.1452)   2   
   = − 2.30177.

  

Because the value of t = −2.30177 is outside the bounds of ±1.96, we reject the 
null hypothesis of no correlation and conclude that evidence is sufficient to indi-
cate that the correlation is different from zero. 

2. A is correct. The test statistic includes squared differences between the observed 
and expected values, so the test involves only one side, the right side. B is in-
correct because the null hypothesis is that the groups are independent, and C is 
incorrect because with three levels of groups for the two categorical variables, 
there are four degrees of freedom.
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by Pamela Peterson Drake, PhD, CFA.

Pamela Peterson Drake, PhD, CFA, is at James Madison University (USA).

LEARNING OUTCOMES
Mastery The candidate should be able to:

describe a simple linear regression model, how the least squares 
criterion is used to estimate regression coefficients, and the 
interpretation of these coefficients
explain the assumptions underlying the simple linear regression 
model, and describe how residuals and residual plots indicate if these 
assumptions may have been violated
calculate and interpret measures of fit and formulate and evaluate 
tests of fit and of regression coefficients in a simple linear regression
describe the use of analysis of variance (ANOVA) in regression 
analysis, interpret ANOVA results, and calculate and interpret the 
standard error of estimate in a simple linear regression
calculate and interpret the predicted value for the dependent 
variable, and a prediction interval for it, given an estimated linear 
regression model and a value for the independent variable
describe different functional forms of simple linear regressions

INTRODUCTION

describe a simple linear regression model, how the least squares 
criterion is used to estimate regression coefficients, and the 
interpretation of these coefficients

Financial analysts often need to examine whether a variable is useful for explaining 
another variable. For example, the analyst may want to know whether earnings or 
cash flow growth help explain a company’s market value. Regression analysis is a 
tool for examining this type of issue.

1

L E A R N I N G  M O D U L E

10
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Linear regression allows us to test hypotheses about the relationship between two 
variables by quantifying the strength of the relationship between the two variables, 
and to use one variable to make predictions about the other variable. Our focus is on 
linear regression with a single independent variable—that is, simple linear regression.

LEARNING MODULE OVERVIEW

 ■ Simple linear regression is a mathematical process for deter-
mining how the variation in one variable can explain the varia-
tion in another variable.

 ■ The variable we wish to explain is called the dependent variable, and 
the variable that we use to explain the dependent variable is called the 
independent variable.

 ■ Simple linear regression uses the ordinary least squares approach to 
calculate the slope and intercept parameters that characterize a linear 
relationship between the two variables.

 ■ Simple linear regression requires that we make four assumptions: lin-
earity, homoskedasticity, independence, and normality.

 ■ Linearity requires that the regression residuals be random and that the 
independent variable not be random. Homoskedasticity, which refers 
to variance being constant across observations, cannot be assumed 
when we see residuals clustering in multiple groups because the clus-
tering indicates multiple regimes with different variances within our 
time period.

 ■ Independence means that the X-Y pairs are uncorrelated; a pattern in 
a plot of the residuals (e.g., seasonality) suggests that there is autocor-
relation across observations and that we cannot assume independence. 
Normality means that residuals must be normally distributed and does 
not require that the data itself be normally distributed. Non-normality 
is of particular concern for small sample sizes, but for large sample 
sizes, the central limit theorem tells us that we may be able to relax the 
normality requirement.

 ■ The total variation in the dependent variable, called the sum of squares 
total (SST), can be decomposed into two parts: the explained varia-
tion, called the sum of squares regression (SSR), and the unexplained 
variation, called the sum of squares error (SSE).

 ■ There are several ways to measure a regression model’s goodness of fit. 
These include the coefficient of determination, the F-statistic for the 
test of fit, and the standard error of the regression.

 ■ Hypothesis testing can be used to determine, at a specified confidence 
level, whether the slope or intercept differs from zero or another spec-
ified value, or whether the slope is positive or negative. We can use 
indicator variables to determine whether our regression parameters 
differ between data points that either have or do not have a particular 
characteristic (e.g., monthly price data in cases in which only some 
months have earnings announcements).

 ■ An analysis of variance (ANOVA) table presents the sums of squares, 
degrees of freedom, mean squares, and F-statistic for a regression 
model.
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 ■ The standard error of the estimate is a measure of the distance 
between the observed values of the dependent variable and those pre-
dicted from the estimated regression. The smaller this value, the better 
the fit of the model.

 ■ The standard error of the forecast is used to provide an interval esti-
mate around the estimated regression line. It is necessary because the 
regression line does not describe the relationship between the depen-
dent and independent variables perfectly.

 ■ The simple linear regression model on non-linear data can be adjusted 
by using different functional forms that transform the dependent or 
independent variables.

 ■ Three common functional forms for transforming data include the log-
lin model, the lin-log model, and the log-log model.

 ■ The key to fitting the appropriate functional form of a simple linear 
regression is examining the goodness-of-fit measures—the coefficient 
of determination (R2), the F-statistic, and the standard error of the 
estimate (se)—as well as examining whether there are patterns in the 
residuals.

ESTIMATION OF THE SIMPLE LINEAR REGRESSION 
MODEL

describe a simple linear regression model, how the least squares 
criterion is used to estimate regression coefficients, and the 
interpretation of these coefficients

Introduction to Linear Regression
Suppose an analyst is examining the return on assets (ROA) for an industry and 
observes the ROA for the six companies shown in Exhibit 1. The average of these 
ROAs is 12.5 percent, but the range is from 4 percent to 20 percent.

Exhibit 1: Return on Assets of Selected Companies

Company ROA (%)

A 6.0
B 4.0
C 15.0
D 20.0
E 10.0
F 20.0

2
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In trying to understand why the ROAs differ among these companies, we could look at 
why the ROA of Company A differs from that of Company B, why the ROA of Company 
A differs from that of Company D, why the ROA of Company F differs from that of 
Company C, and so on, comparing each pair of ROAs. We can simplify this exercise 
by instead comparing each company’s ROA to the mean ROA of 12.5 percent. To do 
this, we look at the sum of the squared deviations of the observations from the mean 
to capture variations in ROA from their mean. Let Y represent the variable that we 
would like to explain, which in this case is the ROA. Let   Y  i    represent an observation 
of a company’s ROA, and let    

_
 Y    represent the mean ROA for the sample of size n. We 

can describe the variation of the ROAs as follows:

  Variation of Y =  ∑ 
i=1

  
n
      ( Y  i   −   

_
 Y  )    2 .  (1)

Our goal is to understand what drives these ROAs or, in other words, what explains 
the variation of Y. The variation of Y is often referred to as the sum of squares total 
(SST), or the total sum of squares.

We now ask whether it is possible to explain the variation of the ROA using 
another variable that also varies among the companies; note that if this other variable 
is constant or random, it would not explain the ROA differences. Suppose the analyst 
believes that the capital expenditures in the previous period, scaled by the prior period’s 
beginning property, plant, and equipment, are a driver for the ROA variable. Let us 
represent this scaled capital expenditures variable as CAPEX, as we show in Exhibit 2.

Exhibit 2: Return on Assets and Scaled Capital 
Expenditures

Company ROA (%) CAPEX (%)

A 6.0 0.7
B 4.0 0.4
C 15.0 5.0
D 20.0 10.0
E 10.0 8.0
F 20.0 12.5

Arithmetic mean 12.5 6.1

Let X represent the explanatory variable, in this case, CAPEX. Then   X  i    will represent 
an observation of our explanatory variable, and    

_
 X    will represent the mean value for 

the explanatory variable, that is, the mean of all of our CAPEX values. The variation 
of X is calculated as follows:

  Variation of X =  ∑ 
i=1

  
n
      ( X  i   −   

_
 X  )    2 .  (2)

We can see the relation between ROA and CAPEX in the scatter plot (or scatter-
gram) in Exhibit 3, which represents the two variables in two dimensions. Typically, 
we present the variable whose variation we want to explain along the vertical axis 
and the variable whose variation we want to use to explain that variation along the 
horizontal axis. Each point in this scatter plot represents a paired observation that 
consists of CAPEX and ROA. From a casual visual inspection, a positive relation is 
apparent between ROA and CAPEX: Companies with higher CAPEX tend to have 
a higher ROA.
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Exhibit 3: Scatter Plot of ROA and CAPEX
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In the ROA example, we use the capital expenditures to explain the ROAs. We refer 
to the variable whose variation is being explained as the dependent variable, or the 
explained variable; it is typically denoted by Y. We refer to the variable whose variation 
is being used to explain the variation of the dependent variable as the independent 
variable, or the explanatory variable; it is typically denoted by X. Therefore, in our 
example, the ROA is the dependent variable (Y) and CAPEX is the independent 
variable (X).

A common method used to relate the dependent and independent variables is 
through the estimation of a linear relationship, which implies describing the relation 
between the two variables as represented by a straight line. If we have only one inde-
pendent variable, we refer to the method as simple linear regression (SLR), or linear 
regression; if we have more than one independent variable, we refer to the method 
as multiple regression.

Linear regression allows us to test hypotheses about the relationship between two 
variables by quantifying the strength of the relationship between the two variables 
and to use one variable to make predictions about the other variable.

IDENTIFYING THE DEPENDENT AND INDEPENDENT VARIABLES IN 
A REGRESSION

An analyst is researching the relationship between corporate earnings 
growth and stock returns. Specifically, she is interested in whether earnings 
revisions are correlated with stock price returns in the same period. She collects 
five years of monthly data on earnings per share (EPS) revisions and stock price 
returns for a sample of 100 companies.

1. What are the dependent and independent variables in her model?
Solution:
The dependent variable is monthly stock price returns, and the independent 
variable is EPS revisions. In the analyst’s model, the variation in monthly 
stock price returns is being explained by the variation in EPS revisions.
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Estimating the Parameters of a Simple Linear Regression

The Basics of Simple Linear Regression

Regression analysis begins with the dependent variable, the variable whose variation 
you are seeking to explain. The independent variable is the variable whose variation 
you are using to explain changes in the dependent variable. For example, you might 
try to explain small-stock returns (the dependent variable) using returns to the S&P 
500 Index (the independent variable). Or you might try to explain a country’s infla-
tion rate (the dependent variable) as a function of growth in its money supply (the 
independent variable).

As the name implies, linear regression assumes a linear relationship between the 
dependent and the independent variables. The goal is to fit a line to the observations 
on Y and X to minimize the squared deviations from the line; this is the least squares 
criterion—hence, the name least squares regression. Because of its common use, linear 
regression is often referred to as ordinary least squares (OLS) regression.

Using notation, the linear relation between the dependent and independent vari-
ables is described as follows:

 Yi = b0 + b1Xi + εi, i = 1, . . . , n. (3)

Equation 3 is a model that does not require that every (X, Y) pair for an observation fall 
on the regression line. This equation states that the dependent variable, Y, is equal to 
the intercept, b0, plus a slope coefficient, b1, multiplied by the independent variable, 
X, plus an error term, ε. The error term, or simply the error, represents the difference 
between the observed value of Y and that expected from the true underlying popula-
tion relation between Y and X. We refer to the intercept, b0, and the slope coefficient, 
b1, as the regression coefficients? A way that we often describe this simple linear 
regression relation is that Y is regressed on X.

Consider the ROA and CAPEX scatter diagram from Exhibit 3, which we elaborate 
on in Exhibit 4 by including the fitted regression line. This line represents the average 
relationship between ROA and CAPEX; not every observation falls on the line, but 
the line describes the mean relation between ROA and CAPEX.

Exhibit 4: Fitted Regression Line of ROA and CAPEX

ROA (Y,%)

2525

2020

1515

1010

55

00

00 14144422 66 101088 1212

CAPEX (X,%)

Regression LineObserved Values
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Estimating the Regression Line

We cannot observe the population parameter values b0 and b1 in a regression model. 
Instead, we observe only     ̂  b    0    and     ̂  b    1   , which are estimates (as indicated by the “hats” 
above the coefficients) of the population parameters based on the sample. Thus, pre-
dictions must be based on the parameters’ estimated values, and testing is based on 
estimated values in relation to the hypothesized population values.

We estimate the regression line as the line that best fits the observations. In simple 
linear regression, the estimated intercept,     ̂  b    0   , and slope,     ̂  b    1   , are such that the sum of 
the squared vertical distances from the observations to the fitted line is minimized. 
The focus is on the sum of the squared differences between the observations on Yi 
and the corresponding estimated value,     ̂  Y    i   , on the regression line.

We represent the value of the dependent variable for the ith observation that falls 
on the line as     ̂  Y    i   , which is equal to     ̂  b    0   +    ̂  b    1    X  i   .     ̂  Y    i    is what the estimated value of the 
Y variable would be for the ith observation based on the mean relationship between 
Y and X. The residual for the ith observation, ei, is how much the observed value of 
Yi differs from the     ̂  Y    i    estimated using the regression line:   e  i   =  Y  i   −    ̂  Y    i   . Note the subtle 
difference between the error term and the residual: The error term refers to the true 
underlying population relationship, whereas the residual refers to the fitted linear 
relation based on the sample.

Fitting the line requires minimizing the sum of the squared residuals, the sum of 
squares error (SSE), also known as the residual sum of squares:

   

Sum of squares error =  ∑ 
i=1

  
n
   ( Y  i    −    ̂  Y    i    )   2 

     =   ∑ 
i=1

  
n
    [ Y  i   − (   ̂  b    0   +    ̂  b    1    X  i  )]     

2
     

=  ∑ 
i=1

  
n
    e  i  2  .

    (4)

Using least squares regression to estimate the values of the population parameters 
of b0 and b1, we can fit a line through the observations of X and Y that explains the 
value that Y takes for any particular value of X.

As seen in Exhibit 5, the residuals are represented by the vertical distances from 
the fitted line (see the third and fifth observations, Companies C and E, respectively) 
and are, therefore, in the units of measurement represented by the dependent vari-
able. The residual is in the same unit of measurement as the dependent variable: If 
the dependent variable is in euros, the error term is in euros, and if the dependent 
variable is in growth rates, the error term is in growth rates.
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Exhibit 5: Residuals of the Linear Regression

ROA (Y,%)
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CAPEX (X,%)

Company C Residual:
e3 = Y3 – (b0 – b1X3)

Company E Residual:
e5 = Y5 – (b0 – b1X5)

Regression Line

Observed Values of Y Predicted Values of Y

^ ^
^ ^

How do we calculate the intercept (    ̂  b    0   ) and the slope (    ̂  b    1   ) for a given sample of (Y, 
X) pairs of observations? The slope is the ratio of the covariance between Y and X to 
the variance of X, where    

_
 Y    is the mean of the Y variable and    

_
 X    is the mean of X 

variable:

     ̂  b    1   =   Covariance of Y and X  ________________  Variance of X   =   
  
 ∑ 

i=1
  

n
    ( Y  i   −   

_
 Y  )  ( X  i   −   

_
 X  ) 
  ________________ n − 1  
  ______________  

  
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    2  
  ___________ n − 1  

  . 

Simplifying,

     ̂  b    1   =   
 ∑ 

i=1
  

n
    ( Y  i   −   

_
 Y  )  ( X  i   −   

_
 X  ) 
  ________________  

 ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2  

  .  (5)

Once we estimate the slope, we can then estimate the intercept using the mean of Y 
and the mean of X:

     ̂  b    0   =   
_

 Y   −    ̂  b    1    
_

 X  .  (6)

Incremental values to calculate the slope and the intercept are in Exhibit 6.

Exhibit 6: Estimating Slope and Intercept for the ROA Model

Company ROA (Yi) CAPEX (Xi)    ( Y  i   −   
_

 Y  )    2     ( X  i   −   
_

 X  )    2    ( Y  i   −   
_

 Y  )  ( X  i   −   
_

 X  )  

A 6.0 0.7 42.25 29.16 35.10
B 4.0 0.4 72.25 32.49 48.45
C 15.0 5.0 6.25 1.21 −2.75
D 20.0 10.0 56.25 15.21 29.25
E 10.0 8.0 6.25 3.61 −4.75
F 20.0 12.5 56.25 40.96 48.00
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Company ROA (Yi) CAPEX (Xi)    ( Y  i   −   
_

 Y  )    2     ( X  i   −   
_

 X  )    2    ( Y  i   −   
_

 Y  )  ( X  i   −   
_

 X  )  

Sum 75.0 36.6 239.50 122.64 153.30
Arithmetic 
mean

12.5 6.1

Slope coefficient:     ̂  b    1   =   153.30 _ 122.64   = 1.25. 

Intercept:     ̂  b    0   = 12.5 − (1.25 × 6.10 ) = 4.875. 
ROW regression model:     ̂  Y    i   = 4.875 + 1.25  X  i   +  ε  i  . 

Notice the similarity of the formula for the slope coefficient and that of the pairwise 
correlation. The sample correlation, r, is the ratio of the covariance to the product of 
the standard deviations:

  r =   Covariance of Y and X   ____________________________________    (Standard deviation of Y ) (Standard deviation of X)    (7)

The subtle difference between the slope and the correlation formulas is in the denom-
inator: For the slope, this is the variance of the independent variable, but for the 
correlation, the denominator is the product of the standard deviations. For our ROA 
and CAPEX analysis,

 Covariance of Y and X:   cov  XY   =   
 ∑ 

i=1
  

n
   ( Y  i   −   

_
 Y   )  ( X  i   −   

_
 X  ) 
  ________________ n − 1   =   153.30 _ 5   = 30.6600. 

Standard deviation of Y and X:

   
 S  Y   =  √ 

___________

    
 ∑ 

i=1
  

n
    ( Y  i   −   

_
 Y  )   2  
  ___________ n − 1     =  √ 
_

   239.50 _ 5     = 6.9210 ;
     

 S  X   =  √ 

____________

    
 ∑ 

i=1
  

n
    ( X  i   −   

_
 X  )   2  
  ___________ n − 1     =  √ 
_

   122.64 _ 5     = 4.9526.

   

  r =   30.66 ____________   (6.9210)  (4.9526)    = 0.8945. 

Because the denominators of both the slope and the correlation are positive, the sign 
of the slope and the correlation are driven by the numerator: If the covariance is pos-
itive, both the slope and the correlation are positive, and if the covariance is negative, 
both the slope and the correlation are negative.

EXAMPLE 1

How Do Analysts Perform Simple Linear Regression?

Typically, an analyst will use the data analysis functions on a spreadsheet, such 
as Microsoft Excel, or a statistical package in the R or Python programming 
languages to perform linear regression analysis. The following are some of the 
more common choices in practice.

Simple Linear Regression: Intercept and Slope

 ■ Excel: Use the INTERCEPT, SLOPE functions.
 ■ R: Use the lm function.
 ■ Python: Use the sm.OLS function in the statsmodels package.
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Correlations

 ■ Excel: Use the CORREL function.
 ■ R: Use the cor function in the stats library.
 ■ Python: Use the corrcoef function in the numpy library.

Note that in R and Python, there are many choices for regression and correla-
tion analysis.

Interpreting the Regression Coefficients

What is the meaning of the regression coefficients? The intercept is the value of the 
dependent variable if the value of the independent variable is zero. Importantly, this 
does not make sense in some contexts, especially if it is unrealistic that the indepen-
dent variable would be zero. For example, if we have a model in which money supply 
explains GDP growth, the intercept has no meaning because, practically speaking, zero 
money supply is not possible. If the independent variable were money supply growth, 
however, the intercept is meaningful. The slope is the change in the dependent variable 
for a one-unit change in the independent variable. If the slope is positive, then the 
change in the independent variable and that of the dependent variable will be in the 
same direction; if the slope is negative, the change in the independent variable and 
that of the dependent variable will be in opposite directions.

EXAMPLE 2

Interpreting Positive and Negative Slopes

Suppose the dependent variable (Y) is in millions of euros and the independent 
variable (X) is in millions of US dollars.

If the slope is positive 1.2, then

↑ USD1 million → ↑ EUR1.2 million

↓ USD1 million → ↓ EUR1.2 million

If the slope is negative 1.2, then

↑ USD1 million → ↓ EUR1.2 million

↓ USD1 million → ↑ EUR1.2 million

Using the ROA regression model from Exhibit 6, we would interpret the 
estimated coefficients as follows:

 ■ The return on assets for a company is 4.875% if the company makes no 
capital expenditures.

 ■ If CAPEX increases by one unit—say, from 4% to 5%—ROA increases 
by 1.25%.

Using the estimated regression coefficients, we can determine the values of the 
dependent variable if they follow the average relationship between the dependent 
and independent variables. A result of the mathematics of the least squares fitting 
of the regression line is that the expected value of the residual term is zero: E(ε) = 0.
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We show the calculation of the predicted dependent variable and residual term 
for each observation in the ROA example in Exhibit 7. Note that the sum and average 
of Yi and     ̂  Y    1    are the same, and the sum of the residuals is zero.

Exhibit 7: Calculation of the Dependent Variable and Residuals for the ROA 
and CAPEX Model

Company

(1) (2) (3) (4)

ROA (Yi) CAPEX(Xi)
Predicted 
ROA  (   ̂  Y    i  )  

(1) − (3) 
(2) Residual (ei)

A 6.0 0.7 5.750 0.250
B 4.0 0.4 5.375 −1.375
C 15.0 5.0 11.125 3.875
D 20.0 10.0 17.375 2.625
E 10.0 8.0 14.875 −4.875
F 20.0 12.5 20.500 −0.500
Sum 75.0 36.6 75.000 0.000
Average 12.5 6.1 12.5 0.000

For Company C (i = 3),
    ̂  Y    i   =    ̂  b    0   +    ̂  b    1    X  i   +  ε  i   = 4.875 + 1.25  X  i   +  ε  i   
    ̂  Y    i   = 4.875 + (1.25 × 5.0 ) = 4.875 + 6.25 = 11.125 
  Y  i   −    ̂  Y    i   =  e  i   = 15.0 − 11.125 = 3.875,  the vertical distance in Exhibit 5. 

Whereas the sum of the residuals must equal zero by design, the focus of fitting the 
regression line in a simple linear regression is minimizing the sum of the squared 
residual terms.

Cross-Sectional versus Time-Series Regressions

Regression analysis uses two principal types of data: cross sectional and time series. 
A cross-sectional regression involves many observations of X and Y for the same 
time period. These observations could come from different companies, asset classes, 
investment funds, countries, or other entities, depending on the regression model. 
For example, a cross-sectional model might use data from many companies to test 
whether predicted EPS growth explains differences in price-to-earnings ratios during 
a specific time period. Note that if we use cross-sectional observations in a regression, 
we usually denote the observations as i = 1, 2, . . . , n.

Time-series data use many observations from different time periods for the same 
company, asset class, investment fund, country, or other entity, depending on the 
regression model. For example, a time-series model might use monthly data from 
many years to test whether a country’s inflation rate determines its short-term interest 
rates. If we use time-series data in a regression, we usually denote the observations 
as t = 1, 2, . . . , T. Note that in the sections that follow, we primarily use the notation 
i = 1, 2, . . . , n, even for time series.

QUESTION SET

An analyst is exploring the relationship between a company’s net profit 
margin and research and development expenditures. He collects data 
for an industry and calculates the ratio of research and development expendi-
tures to revenues (RDR) and the net profit margin (NPM) for eight companies. 
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Specifically, he wants to explain the net profit margin variation by using the 
variation observed in the companies’ research and development spending. He 
reports the data in Exhibit 8.

Exhibit 8: Observations on NPM and RDR for Eight 
Companies

 

Company NPM (%) RDR (%)

1 4 8
2 5 10
3 10 6
4 9 5
5 5 7
6 6 9
7 12 5
8 3 10

 

1. What is the slope coefficient for this simple linear regression model?
Solution:
The slope coefficient for the regression model is −1.3, and the details for the 
inputs to this calculation are in Exhibit 9.

Exhibit 9: Details of Calculation of Slope of NPM Regressed on RDR
 

Company

NPM 
(%)
(Yi)

RDR 
(%)
(Xi)   Y  i   −   

_
 Y     X  i   −   

_
 X      ( Y  i   −   

_
 Y  )    2     ( X  i   −   

_
 X  )    2    ( Y  i   −   

_
 Y  )  ( X  i   −   

_
 X  )  

1 4 8 −2.8 0.5 7.5625 0.25 −1.375
2 5 10 −1.8 2.5 3.0625 6.25 −4.375
3 10 6 3.3 −1.5 10.5625 2.25 −4.875
4 9 5 2.3 −2.5 5.0625 6.25 −5.625
5 5 7 −1.8 −0.5 3.0625 0.25 0.875
6 6 9 −0.8 1.5 0.5625 2.25 −1.125
7 12 5 5.3 −2.5 27.5625 6.25 −13.125
8 3 10 −3.8 2.5 14.0625 6.25 −9.375
Sum 54 60 0.0 0.0 71.5000 30.00 −39.000
Average 6.75 7.5

 

 Slope coefficient:     ̂  b    1   =   − 39 _ 30   = − 1.3. 

2. What is the intercept for this regression model?
Solution:
The intercept of the regression model is 16.5:

 Intercept:     ̂  b    0   = 6.75 −  (− 1.3 × 7.5)  = 6.75 + 9.75 = 16.5 
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3. How is this estimated linear regression model represented?
Solution:
The regression model is represented by     ̂  Y    i   = 16.5 − 1.3  X  i   +  ε  i  . 

4. What is the pairwise correlation between NPM and RDR?
Solution:
The pairwise correlation is −0.8421:

  r =   
 
− 39

 ⧸ 
7
 
 ___________  

 √ 
_

  
71.5

 ⧸ 
7
     √ 
_

  
30

 ⧸ 
7
   
   =   − 5.5714 ____________   (3.1960)  (2.0702)    = − 0.8421. 

ASSUMPTIONS OF THE SIMPLE LINEAR REGRESSION 
MODEL

explain the assumptions underlying the simple linear regression 
model, and describe how residuals and residual plots indicate if these 
assumptions may have been violated

We have discussed how to interpret the coefficients in a simple linear regression model. 
Now we turn to the statistical assumptions underlying this model. Suppose that we 
have n observations of both the dependent variable, Y, and the independent variable, 
X, and we want to estimate the simple linear regression of Y regressed on X. We need 
to make the following four key assumptions to be able to draw valid conclusions from 
a simple linear regression model:

1. Linearity: The relationship between the dependent variable, Y, and the inde-
pendent variable, X, is linear.

2. Homoskedasticity: The variance of the regression residuals is the same for 
all observations.

3. Independence: The observations, pairs of Ys and Xs, are independent of 
one another. This implies the regression residuals are uncorrelated across 
observations.

4. Normality: The regression residuals are normally distributed.

Now we take a closer look at each of these assumptions and introduce the “best 
practice” of examining residual plots of regression results to identify potential viola-
tions of these key assumptions.

Assumption 1: Linearity
We are fitting a linear model, so we must assume that the true underlying relationship 
between the dependent and independent variables is linear. If the relationship between 
the independent and dependent variables is nonlinear in the parameters, estimating 
that relation with a simple linear regression model will produce invalid results: The 
model will be biased, because it will under- and overestimate the dependent variable 
at certain points. For example,   Y  i   =  b  0    e    b  1   X  i    +  ε  i    is nonlinear in b1, so we should not 
apply the linear regression model to it. Exhibit 10 shows an example of this exponential 

3
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model, with a regression line indicated. You can see that this line does not fit this 
relationship well: For lower and higher values of X, the linear model underestimates 
the Y, whereas for the middle values, the linear model overestimates Y.

Exhibit 10: Illustration of Nonlinear Relationship Estimated as a Linear 
Relationship

Y

X

Another implication of this assumption is that the independent variable, X, must 
not be random; that is, it is non-stochastic. If the independent variable is random, 
there would be no linear relation between the dependent and independent variables. 
Although we may initially assume that the independent variable in the regression 
model is not random, that assumption may not always be true.

When we look at the residuals of a model, what we would like to see is that the 
residuals are random. The residuals should not exhibit a pattern when plotted against 
the independent variable. As we show in Exhibit 11, the residuals from the Exhibit 10 
linear regression do not appear to be random but, rather, they exhibit a relationship 
with the independent variable, X, falling for some range of X and rising in another.

Exhibit 11: Illustration of Residuals in a Nonlinear Relationship Estimated 
as a Linear Relationship

Y

X
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Assumption 2: Homoskedasticity
Assumption 2, that the variance of the residuals is the same for all observations, is 
known as the homoskedasticity assumption. In terms of notation, this assumption 
relates to the squared residuals:

  E ( ε  i  2 )  =  σ  ε  2  , i = 1, . . . , n. (8)

If the residuals are not homoskedastic, that is, if the variance of residuals differs across 
observations, then we refer to this as heteroskedasticity.

Suppose you are examining a time series of short-term interest rates as the depen-
dent variable and inflation rates as the independent variable over 16 years. We may 
believe that short-term interest rates (Y) and inflation rates (X) should be related (i.e., 
interest rates are higher with higher rates of inflation). If this time series spans many 
years, with different central bank actions that force short-term interest rates to be 
(artificially) low for the last eight years of the series, then it is likely that the residuals 
in this estimated model will appear to come from two different models. We will refer 
to the first eight years as Regime 1 (normal rates) and the second eight years as Regime 
2 (low rates). If the model fits differently in the two regimes, the residuals and their 
variances will be different.

You can see this situation in Exhibit 12, which shows a scatter plot with an estimated 
regression line. The slope of the regression line over all 16 years is 1.1979.

Exhibit 12: Scatter Plot of Interest Rates (Y) and Inflation Rates (X)

Short-Term Interest Rate (Y,%)
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4.54.5

3.53.5

2.52.5

1.51.5

00

00 3.03.01.01.00.50.5 2.02.01.51.5 2.52.5

Rate of Inflation (X,%)

Y = 0.9954 + 1.1979X

Regression Line: All YearsShort-Term Interest Rate (Y,%)

We plot the residuals of this model in Exhibit 13 against the years. In this plot, we 
indicate the distance that is two standard deviations from zero (the mean of the 
residuals) for the first eight years’ residuals and then do the same for the second 
eight years. As you can see, the residuals appear different for the two regimes: the 
variation in the residuals for the first eight years is much smaller than the variation 
for the second eight years.
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Exhibit 13: Residual Plot for Interest Rates (Y) vs. Inflation Rates (X) Model
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Why does this happen? The model seems appropriate, but when we examine the 
residuals (Exhibit 13), an important step in assessing the model fit, we see that the 
model fits better in some years compared with others. The difference in variance of 
residuals between the two regimes is apparent from the much wider band around 
residuals for Regime 2 (the low-rate period). This indicates a clear violation of the 
homoskedasticity assumption.

If we estimate a regression line for each regime, we can see that the model for the 
two regimes is quite different, as we show in Exhibit 14. In the case of Regime 1 (nor-
mal rates), the slope is 1.0247, whereas in Regime 2 (low rates) the slope is −0.2805. 
In sum, the clustering of residuals in two groups with much different variances clearly 
indicates the existence of distinct regimes for the relationship between short-term 
interest rates and the inflation rate.

© CFA Institute. For candidate use only. Not for distribution.



Assumptions of the Simple Linear Regression Model 281

Exhibit 14: Fitted Regression Lines for the Two Regimes
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Regime 2 Regression LineRegime 2

Assumption 3: Independence
We assume that the observations (Y and X pairs) are uncorrelated with one another, 
meaning they are independent. If there is correlation between observations (i.e., 
autocorrelation), they are not independent and the residuals will be correlated. The 
assumption that the residuals are uncorrelated across observations is also necessary 
for correctly estimating the variances of the estimated parameters of   b  0    and   b  1    (i.e., 
    ̂  b    0    and     ̂  b    1   ) that we use in hypothesis tests of the intercept and slope, respectively. It 
is important to examine whether the residuals exhibit a pattern, suggesting a violation 
of this assumption. Therefore, we need to visually and statistically examine the resid-
uals for a regression model.

Consider the quarterly revenues of a company regressed over 40 quarters, as shown 
in Exhibit 15, with the regression line included. It is clear that these revenues display 
a seasonal pattern, an indicator of autocorrelation.
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Exhibit 15: Regression of Quarterly Revenues vs. Time (40 Quarters)

Revenues (millions, €)(Y)
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Observed Quarterly Revenues: 4th Quarter

In Exhibit 16, we plot the residuals from this model and see that there is a pattern. 
These residuals are correlated, specifically jumping up in Quarter 4 and then falling 
back the subsequent quarter. In sum, the patterns in both Exhibit 15 and Exhibit 16 
indicate a violation of the assumption of independence.

Exhibit 16: Residual Plot for Quarterly Revenues vs. Time Model
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Assumption 4: Normality
The assumption of normality requires that the residuals be normally distributed. 
This does not mean that the dependent and independent variables must be normally 
distributed; it only means that the residuals from the model are normally distributed. 
However, in estimating any model, it is good practice to understand the distribution of 
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the dependent and independent variables to explore for outliers. An outlier in either 
or both variables can substantially influence the fitted line such that the estimated 
model will not fit well for most of the other observations.

With normally distributed residuals, we can test a particular hypothesis about a 
linear regression model. For large sample sizes, we may be able to drop the assumption 
of normality by appealing to the central limit theorem; asymptotic theory (which deals 
with large samples) shows that in many cases, the test statistics produced by standard 
regression programs are valid even if the model’s residuals are not normally distributed.

QUESTION SET

An analyst is investigating a company’s revenues and estimates a simple 
linear time-series model by regressing revenues against time, where 
time—1, 2, . . . , 15—is measured in years. She plots the company’s observed 
revenues and the estimated regression line, as shown in Exhibit 17. She also 
plots the residuals from this regression model, as shown in Exhibit 18.

Exhibit 17: Revenues vs. Time Using Simple Linear Regression

Revenues (millions, €)(Y)
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Exhibit 18: Residual Plot for Revenues vs. Time
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1. Based on Exhibit 17 and Exhibit 18, describe which assumption(s) of simple 
linear regression the analyst’s model may be violating.
Solution:
The correct model is not linear, as evident from the pattern of the revenues 
in Exhibit 17. In the earlier years (i.e., 1 and 2) and later years (i.e., 14 and 
15), the linear model underestimates revenues, whereas for the middle years 
(i.e., 7–11), the linear model overestimates revenues. Moreover, the curved 
pattern of residuals in Exhibit 18 indicates potential heteroskedasticity 
(residuals have unequal variances), lack of independence of observations, 
and non-normality (a concern given the small sample size of n = 15). In sum, 
the analyst should be concerned that her model violates all the assumptions 
governing simple linear regression (linearity, homoskedasticity, indepen-
dence, and normality).

HYPOTHESIS TESTS IN THE SIMPLE LINEAR 
REGRESSION MODEL

calculate and interpret measures of fit and formulate and evaluate 
tests of fit and of regression coefficients in a simple linear regression

Analysis of Variance
The simple linear regression model sometimes describes the relationship between 
two variables quite well, but sometimes it does not. We must be able to distinguish 
between these two cases to use regression analysis effectively. Remember our goal 
is to explain the variation of the dependent variable. So, how well has this goal been 
achieved, given our choice of independent variable?

Breaking Down the Sum of Squares Total into Its Components

We begin with the sum of squares total and then break it down into two parts: the 
sum of squares error and the sum of squares regression (SSR). The sum of squares 
regression is the sum of the squared differences between the predicted value of the 
dependent variable,     ̂  Y    i   , based on the estimated regression line, and the mean of the 
dependent variable,    

_
 Y   :

   ∑ 
i=1

  
n
      (   ̂  Y    i   −   

_
 Y  )    

2
 .  (9)

We have already defined the sum of squares total, which is the total variation in Y, 
and the sum of squares error, the unexplained variation in Y. Note that the sum of 
squares regression is the explained variation in Y. So, as illustrated in Exhibit 19, 
SST = SSR + SSE, meaning total variation in Y equals explained variation in Y plus 
unexplained variation in Y.

4
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Exhibit 19: Breakdown of Variation of Dependent Variable

Sum of Squares Total (SST)

(Yi – Y)2
i=1
n –Σ

Sum of Squares Error (SSE) 

(Yi – Y
i
)2

i=1
n ^Σ

Sum of Squares Regression (SSR)

(Yi – Y)2

i=1

n
–Σ ^

We show the breakdown of the sum of squares total formula for our ROA regression 
example in Exhibit 20. The total variation of ROA that we want to explain (SST) is 
239.50. This number includes the variation unexplained (SSE), 47.88, and the varia-
tion explained (SSR), 191.63. These sum of squares values are important inputs into 
measures of the fit of the regression line.

Exhibit 20: Breakdown of the Sum of Squares Total for ROA Model

Company
ROA  
(Yi)

CAPEX  
(Xi)

Predicted 
ROA 
  (  ̂  Y  )  

Variation 
to Be 

Explained 
   ( Y  i   −   

_
 Y  )    2  

Variation 
Unexplained 

   ( Y  i   −    ̂  Y    i  )    
2

  

Variation 
Explained 
   (   ̂  Y    i   −   

_
 Y  )    

2
  

A 6.0 0.7 5.750 42.25 0.063 45.563
B 4.0 0.4 5.375 72.25 1.891 50.766
C 15.0 5.0 11.125 6.25 15.016 1.891
D 20.0 10.0 17.375 56.25 6.891 23.766
E 10.0 8.0 14.875 6.25 23.766 5.641
F 20.0 12.5 20.500 56.25 0.250 64.000

239.50 47.88 191.625
Mean 12.50

Sum of squares total = 239.50.
Sum of squares error = 47.88.
Sum of squares regression = 191.63.

Measures of Goodness of Fit
We can use several measures to evaluate goodness of fit—that is, how well the regres-
sion model fits the data. These include the coefficient of determination, the F-statistic 
for the test of fit, and the standard error of the regression.
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The coefficient of determination (R2), also referred to as the R-squared or R2, 
is the percentage of the variation of the dependent variable that is explained by the 
independent variable:

   

Coefficient of determination =   
Sum of squares regression

  ___________________  Sum of squares total  

      
Coefficient of determination =   

 ∑ 
i=1

  
n
    ( ̂   Y  i    −   

_
 Y  )   2  
  ___________  

 ∑ 
i=1

  
n
    ( Y  i   −   

_
 Y  )   2  

  .
    (10)

By construction, the coefficient of determination ranges from 0 percent to 100 per-
cent. In our ROA example, the coefficient of determination is 191.625 ÷ 239.50, or 
0.8001, so 80.01 percent of the variation in ROA is explained by CAPEX. In a simple 
linear regression, the square of the pairwise correlation is equal to the coefficient of 
determination:

   r   2  =   
 ∑ 

i=1
  

n
     ( ̂   Y  i    −   

_
 Y  )    

2
  
  ____________  

 ∑ 
i=1

  
n
     ( Y  i   −   

_
 Y  )    2  

   =  R   2 .  (11)

In our earlier ROA regression analysis, r = 0.8945, so we now see that r2 is indeed 
equal to the coefficient of determination (R2), since (0.8945)2 = 0.8001.

Whereas the coefficient of determination—the portion of the variation of the 
dependent variable explained by the independent variable—is descriptive, it is not a 
statistical test. To see if our regression model is likely to be statistically meaningful, 
we will need to construct an F-distributed test statistic.

In general, we use an F-distributed test statistic to compare two variances. In 
regression analysis, we can use an F-distributed test statistic to test whether the 
slopes in a regression are equal to zero, with the slopes designated as bi, against the 
alternative hypothesis that at least one slope is not equal to zero:

 H0: b1 = b2 = b3 =. . . = bk= 0.

 Ha: At least one bk is not equal to zero.

For simple linear regression, these hypotheses simplify to
 H0: b1 = 0.

 Ha: b1 ≠ 0.

The F-distributed test statistic is constructed by using the sum of squares regression 
and the sum of squares error, each adjusted for degrees of freedom; in other words, it 
is the ratio of two variances. We divide the sum of squares regression by the number 
of independent variables, represented by k. In the case of a simple linear regression, 
k = 1, so we arrive at the mean square regression (MSR), which is the same as the 
sum of squares regression:

  MSR =   
Sum of squares regression

  ___________________ k   =   
 ∑ 

i=1
  

n
    ( ̂   Y  i    −   

_
 Y  )   2  
  ___________ 1  .  (12)

So, for simple linear regression,

  MSR =  ∑ 
i=1

  
n
     ( ̂   Y  i    −   

_
 Y  )   2 .  (13)

Next, we calculate the mean square error (MSE), which is the sum of squares error 
divided by the degrees of freedom, which are n − k − 1. In simple linear regression, 
n − k − 1 becomes n − 2:

  MSE =   
Sum of squares error

  _______________  n − k − 1   ,
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  MSE =   
 ∑ 

i=1
  

n
    ( Y  i   −  ̂   Y  i   )   

2  
  ___________ n − 2  .  (14)

Therefore, the F-distributed test statistic (MSR/MSE) is

  F =   
  
Sum of squares regression

  ___________________ k  
  ________________  

  
Sum of squares error

  _______________  n − k − 1  
   =   MSR _ MSE   ,

  F =   
  
 ∑ 

i=1
  

n
     (   ̂  Y    i   −   

_
 Y  )    

2
  
  ____________ 1  
 ___________  

  
 ∑ 

i=1
  

n
     ( Y  i   −    ̂  Y    i  )    

2
  
  ____________ n − 2  

   , (15)

which is distributed with 1 and n − 2 degrees of freedom in simple linear regression. 
The F-statistic in regression analysis is one sided, with the rejection region on the right 
side, because we are interested in whether the variation in Y explained (the numerator) 
is larger than the variation in Y unexplained (the denominator).

Hypothesis Testing of Individual Regression Coefficients

Hypothesis Tests of the Slope Coefficient

We can use the F-statistic to test for the significance of the slope coefficient (i.e., 
whether it is significantly different from zero), but we also may want to perform other 
hypothesis tests for the slope coefficient—for example, testing whether the population 
slope is different from a specific value or whether the slope is positive. We can use 
a t-distributed test statistic to test such hypotheses about a regression coefficient.

Suppose we want to check a stock’s valuation using the market model; we hypothe-
size that the stock has an average systematic risk (i.e., risk similar to that of the market), 
as represented by the coefficient on the market returns variable. Or we may want to 
test the hypothesis that economists’ forecasts of the inflation rate are unbiased (i.e., 
on average, not overestimating or underestimating actual inflation rates). In each case, 
does the evidence support the hypothesis? Such questions as these can be addressed 
with hypothesis tests on the regression slope. To test a hypothesis about a slope, we 
calculate the test statistic by subtracting the hypothesized population slope (B1) from 
the estimated slope coefficient (    ̂  b    1   ) and then dividing this difference by the standard 
error of the slope coefficient,   s     ̂  b    1     :

  t =   
   ̂  b    1   −  B  1  

 _  s     ̂  b    1      .  (16)

This test statistic is t-distributed with n − k − 1 or n − 2 degrees of freedom because 
two parameters (an intercept and a slope) were estimated in the regression.

The standard error of the slope coefficient (  s     ̂  b    1     ) for a simple linear regression 
is the ratio of the model’s standard error of the estimate (se), introduced later, to the 
square root of the variation of the independent variable:

   s     ̂  b    1     =   
 s  e   ____________  

 √ 
_____________

   ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2    

  .  (17)

We compare the calculated t-statistic with the critical values to test hypotheses. Note 
that the greater the variability of the independent variable, the lower the standard error 
of the slope (Equation 17) and hence the greater the calculated t-statistic (Equation 
16). If the calculated t-statistic is outside the bounds of the critical t-values, we reject 
the null hypothesis, but if the calculated t-statistic is within the bounds of the critical 
values, we fail to reject the null hypothesis. Similar to tests of the mean, the alternative 
hypothesis can be two sided or one sided.
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Consider our previous simple linear regression example with ROA as the dependent 
variable and CAPEX as the independent variable. Suppose we want to test whether 
the slope coefficient of CAPEX is different from zero to confirm our intuition of a 
significant relationship between ROA and CAPEX. We can test the hypothesis concern-
ing the slope using the six-step process, as we show in Exhibit 21. As a result of this 
test, we conclude that the slope is different from zero; that is, CAPEX is a significant 
explanatory variable of ROA.

Exhibit 21: Test of the Slope for the Regression of ROA on CAPEX

Step 1 State the hypotheses. H0: b1 = 0 versus Ha: b1 ≠ 0
Step 2 Identify the appropriate test 

statistic.  t =      ̂  b    1   −  B  1   _  s     ̂  b    1    
   

 
with 6 − 2 = 4 degrees of freedom.

Step 3 Specify the level of 
significance.

α = 5%.

Step 4 State the decision rule. Critical t-values = ±2.776. 
We can determine this from
Excel
Lower: T.INV(0.025,4)
Upper: T.INV(0.975,4)
R: qt(c(.025,.975),4)
Python: from scipy.stats import t
Lower: t.ppf(.025,4)
Upper: t.ppf(.975,4)
We reject the null hypothesis if the calculated 
t-statistic is less than −2.776 or greater than 
+2.776.

Step 5 Calculate the test statistic. The slope coefficient is 1.25 (Exhibit 6). 
The mean square error is 11.96875 (Exhibit 39). 
The variation of CAPEX is 122.640 (Exhibit 6). 
  s  e   =  √ 
_

 11.96875   = 3.459588. 

Step 6 Make a decision. Reject the null hypothesis of a zero slope. There 
is sufficient evidence to indicate that the slope is 
different from zero.

A feature of simple linear regression is that the t-statistic used to test whether the slope 
coefficient is equal to zero and the t-statistic to test whether the pairwise correlation is 
zero (i.e., H0: ρ = 0 versus Ha: ρ ≠ 0) are the same value. Just as with a test of a slope, 
both two-sided and one-sided alternatives are possible for a test of a correlation—for 
example, H0: ρ ≤ 0 versus Ha: ρ > 0. The test-statistic to test whether the correlation 
is equal to zero is as follows:

  t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
  .  (18)

In our example of ROA regressed on CAPEX, the correlation (r) is 0.8945. To test 
whether this correlation is different from zero, we perform a test of hypothesis, shown 
in Exhibit 22. As you can see, we draw a conclusion similar to that for our test of the 
slope, but it is phrased in terms of the correlation between ROA and CAPEX: There 
is a significant correlation between ROA and CAPEX.
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Exhibit 22: Test of the Correlation between ROA and CAPEX

Step 1 State the hypotheses. H0: ρ = 0 versus Ha: ρ ≠ 0
Step 2 Identify the appropriate 

test statistic.
 t =   r  √ 

_
 n − 2   _ 

 √ 
_

 1 −  r   2   
  . 
 

with 6 − 2 = 4 degrees of freedom.
Step 3 Specify the level of 

significance.
α = 5%.

Step 4 State the decision rule. Critical t-values = ±2.776.  
Reject the null if the calculated t-statistic is less 
than −2.776 or greater than +2.776.

Step 5 Calculate the test statistic.  t =   0.8945  √ 
_

 4   _ 
 √ 
_

 1 − 0.8001  
   = 4.00131. 

Step 6 Make a decision. Reject the null hypothesis of no correlation. There 
is sufficient evidence to indicate that the correla-
tion between ROA and CAPEX is different from 
zero.

Another interesting feature of simple linear regression is that the test-statistic used to 
test the fit of the model (i.e., the F-distributed test statistic) is related to the calculated 
t-statistic used to test whether the slope coefficient is equal to zero: t2 = F; therefore, 
4.001312 = 16.0104.

What if instead we want to test whether there is a one-to-one relationship between 
ROA and CAPEX, implying a slope coefficient of 1.0. The hypotheses become H0: b1 
= 1 and Ha: b1 ≠ 1. The calculated t-statistic is as follows:

  t =   1.25 − 1 _ 0.312398   = 0.80026. 

This calculated test statistic falls within the bounds of the critical values, ±2.776, so 
we fail to reject the null hypothesis: There is not sufficient evidence to indicate that 
the slope is different from 1.0.

What if instead we want to test whether there is a positive slope or positive 
correlation, as our intuition suggests? In this case, all the steps are the same as in 
Exhibit 21 and Exhibit 22 except the critical values because the tests are one sided. 
For a test of a positive slope or positive correlation, the critical value for a 5 percent 
level of significance is +2.132. We show the test of hypotheses for a positive slope 
and a positive correlation in Exhibit 23. Our conclusion is that evidence is sufficient 
to support both a positive slope and a positive correlation.

Exhibit 23: One-Sided Tests for the Slope and Correlation

Test of the Slope Test of the Correlation
Step 1 State the hypotheses. H0: b1 ≤ 0 versus Ha: b1 > 0 H0: ρ ≤ 0 versus Ha: ρ > 0
Step 2 Identify the appropriate test 

statistic.  t =      ̂  b    1   −  B  1   _  s     ̂  b    1    
   

 
with 6 − 2 = 4 degrees of freedom.

 t =   r  √ 
_

 n − 2   _ 
 √ 
_

 1 −  r   2   
  . 
 

with 6 − 2 = 4 degrees of freedom.

Step 3 Specify the level of significance. α = 5%. α = 5%.
Step 4 State the decision rule. Critical t-value = 2.132.  

Reject the null if the calculated 
t-statistic is greater than 2.132.

Critical t-value = 2.132.  
Reject the null if the calculated t-statistic 
is greater than 2.132.
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Step 5 Calculate the test statistic.  t =   1.25 − 0 _ 0.312398   = 4.00131  t =   0.8945  √ 
_

 4   _ 
 √ 
_

 1 − 0.8001  
   = 4.00131 

Step 6 Make a decision. Reject the null hypothesis. Evidence is 
sufficient to indicate that the slope is 
greater than zero.

Do not reject the null hypothesis. There 
is not sufficient evidence to indicate that 
the correlation is greater than zero.

Hypothesis Tests of the Intercept

We may want to test whether the population intercept is a specific value. As a reminder 
on how to interpret the intercept, consider the simple linear regression with a com-
pany’s revenue growth rate as the dependent variable (Y), and the GDP growth rate 
of its home country as the independent variable (X). The intercept is the company’s 
revenue growth rate if the GDP growth rate is 0 percent.

The equation for the standard error of the intercept,   s     ̂  b    0     , is as follows:

   s     ̂  b    0     =  S  e    √ 
_______________

    1 _ n   +      
_

 X     2  ___________  
 ∑ 

i=1
  

n
     ( X  i   −   

_
 X  )    2  

    .  (19)

We can test whether the intercept is different from the hypothesized value, B0, by 
comparing the estimated intercept (    ̂  b    0   ) with the hypothesized intercept and then 
dividing the difference by the standard error of the intercept:

   t  intercept   =   
   ̂  b    0   −  B  0  

 _  s     ̂  b    0       =   
   ̂  b    0   −  B  0  
 ______________  

 √ 
_______________

    1 _ n   +      
_

 X     2  ___________  
 ∑ 

i-1
  

n
     ( X  i   −   

_
 X  )    2  

    
  .  (20)

In the ROA regression example, the intercept is 4.875 percent. Suppose we want to 
test whether the intercept is greater than 3 percent. The one-sided hypothesis test is 
shown in Exhibit 24. As you can see, we reject the null hypothesis. In other words, 
evidence is sufficient that if there are no capital expenditures (CAPEX = 0), ROA is 
greater than 3 percent.

Exhibit 24: Test of Hypothesis for Intercept for Regression of ROA on CAPEX

Step 1 State the hypotheses. H0: b0 ≤ 3% versus Ha: b0 > 3%
Step 2 Identify the appropriate test 

statistic.   t  intercept   =      ̂  b    0   −  B  0   _  s     ̂  b    0    
   

 
with 6 − 2 = 4 degrees of freedom.

Step 3 Specify the level of 
significance.

α = 5%.

Step 4 State the decision rule. Critical t-value = 2.132.  
Reject the null if the calculated t-statistic is greater 
than 2.132.

Step 5 Calculate the test statistic.   t  intercept   =   4.875 − 3.0  _______________  
3.4596x  √ 
_

   1 _ 6   +    6.1   2  _ 122.64    
   =   1.875 ____________  3.4596x0.68562   

= 0.7905 

Step 6 Make a decision. Reject the null hypothesis. There is sufficient 
evidence to indicate that the intercept is greater 
than 3%.
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Hypothesis Tests of Slope When the Independent Variable Is an Indicator Variable

Suppose we want to examine whether a company’s quarterly earnings announcements 
influence its monthly stock returns. In this case, we could use an indicator variable, 
or dummy variable, that takes on only the values 0 or 1 as the independent variable. 
Consider the case of a company’s monthly stock returns over a 30-month period. A 
simple linear regression model for investigating this question would be monthly returns, 
RET, regressed on the indicator variable, EARN, that takes on a value of 0 if there is 
no earnings announcement that month and 1 if there is an earnings announcement:

   RET  i   =  b  0   +  b  1    EARN  i   +  ε  i  .  (21)

This regression setup allows us to test whether there are different returns for 
earnings-announcement months versus non-earnings-announcement months. The 
observations and regression results are shown graphically in Exhibit 25.

Exhibit 25: Earnings Announcements, Dummy Variable, and Stock Returns

Monthly Return (%)
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Clearly there are some months in which the returns are different from other months, 
and these correspond to months in which there was an earnings announcement. We 
estimate the simple linear regression model and perform hypothesis testing in the 
same manner as if the independent variable were a continuous variable. In a simple 
linear regression, the interpretation of the intercept is the predicted value of the 
dependent variable if the indicator variable is zero. Moreover, the slope when the 
indicator variable is 1 is the difference in the means if we grouped the observations by 
the indicator variable. The results of the regression are given in Panel A of Exhibit 26.

Exhibit 26: Regression and Test of Differences Using an Indicator Variable

A. Regression Estimation Results

Estimated Coefficients
Standard Error of 

Coefficients
Calculated Test 

Statistic
Intercept 0.5629 0.0560 10.0596
EARN 1.2098 0.1158 10.4435

Regression Estimation Results
Degrees of freedom = 28.
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Critical t-values = +2.0484 (5% significance).

B. Test of Differences in Means

RET for Earnings- 
Announcement 

Months
RET for Non-Earnings- 
Announcement Months

Difference in 
Means

Mean 1.7727 0.5629 1.2098
Variance 0.1052 0.0630
Observations 7 23

Pooled variance 0.07202
Calculated test 
statistic

10.4435

Test of Differences in Means
Degrees of freedom = 28.
Critical t-values = +2.0484 (5% significance).

We can see the following from Panel A of Exhibit 26:

 ■ The intercept (0.5629) is the mean of the returns for non-earnings-an-
nouncement months.

 ■ The slope coefficient (1.2098) is the difference in means of returns between 
earnings-announcement and non-earnings-announcement months.

 ■ We reject the null hypothesis that the slope coefficient on EARN is equal to 
zero. We also reject the null hypothesis that the intercept is zero. The reason 
is that in both cases, the calculated test statistic exceeds the critical t-value.

We could also test whether the mean monthly return is the same for both the 
non-earnings-announcement months and the earnings-announcement months by 
testing the following:

   H  0   :  μ  RETearnings   =  μ  RETNon−earnings    and   H  a   :  μ  RETearnings   ≠  μ  RETNon−earnings   

The results of this hypothesis test are gleaned from Panel B of Exhibit 26. As you can 
see, we reject the null hypothesis that there is no difference in the mean RET for the 
earnings-announcement and non-earnings-announcements months at the 5 percent 
level of significance, because the calculated test statistic (10.4435) exceeds the critical 
value (2.0484).

Test of Hypotheses: Level of Significance and p-Values

The choice of significance level in hypothesis testing is always a matter of judgment. 
Analysts often choose the 0.05 level of significance, which indicates a 5 percent chance 
of rejecting the null hypothesis when, in fact, it is true (a Type I error, or false positive). 
Of course, decreasing the level of significance from 0.05 to 0.01 decreases the proba-
bility of a Type I error, but it also increases the probability of a Type II error—failing 
to reject the null hypothesis when, in fact, it is false (i.e., a false negative).

The p-value is the smallest level of significance at which the null hypothesis can 
be rejected. The smaller the p-value, the smaller the chance of making a Type I error 
(i.e., rejecting a true null hypothesis), so the greater the likelihood the regression 
model is valid. For example, if the p-value is 0.005, we reject the null hypothesis that 
the true parameter is equal to zero at the 0.5 percent significance level (99.5 percent 
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confidence). In most software packages, the p-values provided for regression coeffi-
cients are for a test of null hypothesis that the true parameter is equal to zero against 
the alternative that the parameter is not equal to zero.

In our ROA regression example, the calculated t-statistic for the test of whether the 
slope coefficient is zero is 4.00131. The p-value corresponding to this test statistic is 
0.016, which means there is just a 0.16 percent chance of rejecting the null hypotheses 
when it is true. Comparing this p-value with the level of significance of 5 percent (and 
critical values of ±2.776) leads us to easily reject the null hypothesis of H0: b1 = 0.

How do we determine the p-values? Because this is the area in the distribution 
outside the calculated test statistic, we need to resort to software tools. For the p-value 
corresponding to the t = 4.00131 from the ROA regression example, we could use 
the following:

 ■ Excel (1-T.DIST(4.00131,4,TRUE))*2
 ■ R (1-pt(4.00131,4))*2
 ■ Python from scipy.stats import t and (1 - t.cdf(4.00131,4))*2

QUESTION SET

The following applies to questions 1–3:
Julie Moon is an energy analyst examining electricity, oil, and natural 

gas consumption in different regions over different seasons. She ran a simple 
regression explaining the variation in energy consumption as a function of 
temperature. The total variation of the dependent variable was 140.58, and the 
explained variation was 60.16. She had 60 monthly observations.

1. Calculate the coefficient of determination.
Solution:
The coefficient of determination is 0.4279:

    
Explained variation

  ______________  Total variation   =   60.16 _ 140.58   = 0.4279. 

2. Calculate the F-statistic to test the fit of the model.
Solution:

  F =   
 
60.16

 ⧸ 
1
 
  _________________  

  
(140.58 − 60.16) 

⧸ (60 − 2)  
   =   60.16 _ 1.3866   = 43.3882. 

3. Calculate the sample standard deviation of monthly energy consumption.
Solution:
The sample variance of the dependent variable uses the total variation of the 
dependent variable and divides it by the number of observations less one:

   ∑ 
i=1

  
n
      

  ( Y  i   −   
_

 Y  )    2 
 _ n − 1   =   Total variation  ___________ n − 1   =   140.58 _ 60 − 1   = 2.3827. 

The sample standard deviation of the dependent variable is the square root 
of the variance, or   √ 

_
 2.3827   = 1.544 .

The following applies to questions 4–6:
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An analyst is interested in interpreting the results of and performing tests 
of hypotheses for the market model estimation that regresses the daily return 
on ABC stock on the daily return on the fictitious Europe–Asia–Africa (EAA) 
Equity Index, his proxy for the stock market. He has generated the regression 
results presented in Exhibit 27.

Exhibit 27: Hypothesis Testing of Simple Linear Regression 
Results Selected Results of Estimation of Market Model for 
ABC Stock

 

Standard error of the estimate (se) 1.26
Standard deviation of ABC stock returns 0.80
Standard deviation of EAA Equity Index returns 0.70
Number of observations 1,200

Coefficients
Intercept 0.010
Slope of EAA Equity Index returns 0.982

 

4. If the critical t-values are ±1.96 (at the 5 percent significance level), is the 
slope coefficient different from zero?
Solution:
First, we calculate the variation of the independent variable using the stan-
dard deviation of the independent variable:

   ∑ 
i=1

  
n
      ( X  i   −   

_
 X  )    2  =   

 ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2  
  ___________ n − 1   ×  (n − 1) . 

So,

   ∑ 
i=1

  
n
      ( X  i   −   

_
 X  )    2  =  0.70   2  × 1, 199 = 587.51. 

Next, the standard error of the estimated slope coefficient is

   s     ̂  b    1     =   
 s  e   ____________  

 √ 
_____________

   ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2    

   =   1.26 _  √ 
_

 587.51     = 0.051983, 

and the test statistic is

  t =   
   ̂  b    1   −  B  1  

 _  s     ̂  b    1       =   0.982 − 0 _ 0.051983   = 18.8907 .

The calculated test statistic is outside the bounds of ±1.96, so we reject the 
null hypothesis of a slope coefficient equal to zero.

5. If the critical t-values are ±1.96 (at the 5 percent significance level), is the 
slope coefficient different from 1.0?
Solution:
The calculated test statistic for the test of whether the slope coefficient is 
equal to 1.0 is
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  t =   0.982 − 1 _ 0.051983   = − 0.3463. 

The calculated test statistic is within the bounds of ±1.96, so we fail to reject 
the null hypothesis of a slope coefficient equal to 1.0, which is evidence that 
the true population slope may be 1.0.

6. An economist collected the monthly returns for KDL’s portfolio and a diver-
sified stock index. The data collected are shown in Exhibit 28:

Exhibit 28: Monthly Returns for KDL
 

Month Portfolio Return (%) Index Return (%)

1 1.11 −0.59
2 72.10 64.90
3 5.12 4.81
4 1.01 1.68
5 −1.72 −4.97
6 4.06 −2.06

 

The economist calculated the correlation between the two returns and 
found it to be 0.996. The regression results with the portfolio return as the 
dependent variable and the index return as the independent variable are 
given in Exhibit 29:

Exhibit 29: Regression Results
 

Regression Statistics

R2 0.9921
Standard error 2.8619
Observations 6

 

 

Source df
Sum of 

Squares
Mean 

Square F p-Value

Regression 1 4,101.6205 4,101.6205 500.7921 0.0000
Residual 4 32.7611 8.1903
Total 5 4,134.3815
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Coefficients
Standard 

Error t-Statistic p-Value

Intercept 2.2521 1.2739 1.7679 0.1518
Index return 
(%)

1.0690 0.0478 22.3784 0.0000

 

When reviewing the results, Andrea Fusilier suspected that they were unre-
liable. She found that the returns for Month 2 should have been 7.21 percent 
and 6.49 percent, instead of the large values shown in the first table. Cor-
recting these values resulted in a revised correlation of 0.824 and the revised 
regression results in Exhibit 30:

Exhibit 30: Revised Regression Results
 

Regression Statistics

R2 0.6784
Standard error 2.0624
Observations 6

 

 

Source df
Sum of 

Squares
Mean 

Square F p-Value

Regression 1 35.8950 35.8950 8.4391 0.044
Residual 4 17.0137 4.2534
Total 5 52.91

 

 

Coefficients
Standard 

Error t-Statistic p-Value

Intercept 2.2421 0.8635 2.5966 0.060
Slope 0.6217 0.2143 2.9050 0.044

 

Explain how the bad data affected the results.
Solution:
The Month 2 data point is an outlier, lying far away from the other data 
values. Because this outlier was caused by a data entry error, correcting the 
outlier improves the validity and reliability of the regression. In this case, re-
vised R2 is lower (from 0.9921 to 0.6784). The outliers created the illusion of 
a better fit from the higher R2; the outliers altered the estimate of the slope. 
The standard error of the estimate is lower when the data error is corrected 
(from 2.8619 to 2.0624), as a result of the lower mean square error. At a 0.05 
level of significance, both models fit well. The difference in the fit is illustrat-
ed in Exhibit 31.
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Exhibit 31: Fit of the Model with and without Data Errors
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PREDICTION IN THE SIMPLE LINEAR REGRESSION 
MODEL

describe the use of analysis of variance (ANOVA) in regression 
analysis, interpret ANOVA results, and calculate and interpret the 
standard error of estimate in a simple linear regression
calculate and interpret the predicted value for the dependent 
variable, and a prediction interval for it, given an estimated linear 
regression model and a value for the independent variable

ANOVA and Standard Error of Estimate in Simple Linear 
Regression
We often represent the sums of squares from a regression model in an analysis of 
variance (ANOVA) table, as shown in Exhibit 32, which presents the sums of squares, 
the degrees of freedom, the mean squares, and the F-statistic. Notice that the variance 
of the dependent variable is the ratio of the sum of squares total to n − 1.

5
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Exhibit 32: Analysis of Variance Table for Simple Linear Regression

Source Sum of Squares
Degrees of 

Freedom Mean Square F-Statistic

Regression  SSR =  ∑ i=1  
n
      (   ̂  Y    i   −   

_
 Y  )    

2
  1

 MSR =   
 ∑ i=1  

n
     (   ̂  Y    i   −   

_
 Y  )    

2
  
  ____________ 1    F =   MSR _ MSE   =   

  
 ∑ i=1  

n
     (   ̂  Y    i   −   

_
 Y  )    

2
  
  ____________ 1  
 ___________  

  
 ∑ i=1  

n
     ( Y  i   −    ̂  Y    i  )    

2
  
  _____________ n − 2  

   

Error  SSE =  ∑ i=1  
n
      ( Y  i   −    ̂  Y    i  )    

2
  n − 2

 MSE =   
 ∑ i=1  

n
     ( Y  i   −    ̂  Y    i  )    

2
  
  _____________ n − 2   

Total  SST =  ∑ i=1  
n
      ( Y  i   −   

_
 Y  )    2  n − 1

From the ANOVA table, we can also calculate the standard error of the estimate (se), 
which is also known as the standard error of the regression or the root mean square 
error. The se is a measure of the distance between the observed values of the depen-
dent variable and those predicted from the estimated regression—the smaller the se, 
the better the fit of the model. The se, along with the coefficient of determination and 
the F-statistic, is a measure of the goodness of the fit of the estimated regression line. 
Unlike the coefficient of determination and the F-statistic, which are relative measures 
of fit, the standard error of the estimate is an absolute measure of the distance of the 
observed dependent variable from the regression line. Thus, the se is an important 
statistic used to evaluate a regression model and is used to calculate prediction intervals 
and to perform tests on the coefficients. The calculation of se is straightforward once 
we have the ANOVA table because it is the square root of the MSE:

 Standard error of the estimate   ( s  e  )  =  √ 
_

 MSE   =  √ 

____________

    
 ∑ 

i=1
  

n
     ( Y  i   −    ̂  Y    i  )    

2
  
  ____________ n − 2    .  (22)

We show the ANOVA table for our ROA regression example in Exhibit 32, using the 
information from Exhibit 33. For a 5 percent level of significance, the critical F-value 
for the test of whether the model is a good fit (i.e., whether the slope coefficient is 
different from zero) is 7.71. We can get this critical value in the following ways:

 ■ Excel [F.INV(0.95,1,4)]
 ■ R [qf(.95,1,4)]
 ■ Python [from scipy.stats import f and f.ppf(.95,1,4)]

With a calculated F-statistic of 16.0104 and a critical F-value of 7.71, we reject the 
null hypothesis and conclude that the slope of our simple linear regression model for 
ROA is different from zero.

Exhibit 33: ANOVA Table for ROA Regression Model

Source
Sum of 

Squares
Degrees of 

Freedom Mean Square F-Statistic

Regression 191.625 1 191.625 16.0104
Error 47.875 4 11.96875
Total 239.50 5
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The calculations to derive the ANOVA table and ultimately to test the goodness of 
fit of the regression model can be time consuming, especially for samples with many 
observations. However, statistical packages, such as SAS, SPSS Statistics, and Stata, 
as well as software, such as Excel, R, and Python, produce the ANOVA table as part 
of the output for regression analysis.

Prediction Using Simple Linear Regression and Prediction 
Intervals
Financial analysts often want to use regression results to make predictions about a 
dependent variable. For example, we might ask, “How fast will the sales of XYZ 
Corporation grow this year if real GDP grows by 4 percent?” But we are not merely 
interested in making these forecasts; we also want to know how certain we can be 
about the forecasts’ results. A forecasted value of the dependent variable,     ̂  Y    f   , is deter-

mined using the estimated intercept and slope, as well as the expected or forecasted 
independent variable, Xf:

     ̂  Y    f   =    ̂  b    0   +    ̂  b    1    X  f   . (23)

In our ROA regression model, if we forecast a company’s CAPEX to be 6 percent, the 
forecasted ROA based on our estimated equation is 12.375 percent:

     ̂  Y    f   = 4.875 +  (1.25 × 6)  = 12.375 .

However, we need to consider that the estimated regression line does not describe the 
relation between the dependent and independent variables perfectly; it is an average 
of the relation between the two variables. This is evident because the residuals are 
not all zero.

Therefore, an interval estimate of the forecast is needed to reflect this uncertainty. 
The estimated variance of the prediction error,   s  f  

2  , of Y, given X, is

   s  f  2  =  s  e  2  [1 +   1 _ n   +   
  ( X  f   −   

_
 X  )    2 
 _ 

 (n − 1)   s  X  2  
  ]  =  s  e  2  

[
1 +   1 _ n   +   

  ( X  f   −   
_

 X  )    2 
 ___________  

 ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2  

  
]

 , 

and the standard error of the forecast is

   s  f   =  s  e    √ 

___________________

  1 +   1 _ n   +   
  ( X  f   −   

_
 X  )    2 
 ___________  

 ∑ 
i=1

  
n
     ( X  i   −   

_
 X  )    2  

  .    (24)

The standard error of the forecast depends on the following:

 ■ the standard error of the estimate, se;
 ■ the number of observations, n;
 ■ the forecasted value of the independent variable, Xf, used to predict the 

dependent variable and its deviation from the estimated mean,    
_

 X   ; and
 ■ the variation of the independent variable.

We can see the following from the equation for the standard error of the forecast:

1. The better the fit of the regression model, the smaller the standard error of 
the estimate (se) and, therefore, the smaller standard error of the forecast.

2. The larger the sample size (n) in the regression estimation, the smaller the 
standard error of the forecast.

3. The closer the forecasted independent variable (Xf) is to the mean of the 
independent variable   (  

_
 X  )   used in the regression estimation, the smaller the 

standard error of the forecast.
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Once we have this estimate of the standard error of the forecast, determining a 
prediction interval around the predicted value of the dependent variable   (   ̂  Y    f  )   is very 

similar to estimating a confidence interval around an estimated parameter. The pre-
diction interval is

     ̂  Y    f   ±  t  critical for α/2    s  f  . 

We outline the steps for developing the prediction interval in Exhibit 34.

Exhibit 34: Creating a Prediction Interval around the Predicted Dependent 
Variable

Predict the value of Y, Yf, given the forecasted value of X, Xf
^

Choose a significance level, α, for the prediction interval

Determine the critical value for the prediction interval based on the degrees of 
freedom and the significance level

Compute the standard error of the forecast

Compute the (1 – α) percent prediction interval for the prediction as: Yf ± t critical for α/2 sf
^

For our ROA regression model, given that the forecasted value of CAPEX is 6.0, the 
predicted value of Y is 12.375:

     ̂  Y    f   = 4.875 + 1.25  X  f   = 4.875 +  (1.25 × 6.0)  = 12.375. 

Assuming a 5 percent significance level (α), two sided, with n − 2 degrees of freedom 
(so, df = 4), the critical values for the prediction interval are ±2.776.

The standard error of the forecast is

   s  f   = 3.459588  √ 
______________

  1 +   1 _ 6   +     (6 − 6.1)    2  _ 122.640     = 3.459588  √ 
_

 1.166748   = 3.736912. 

The 95 percent prediction interval then becomes
  12.375 ± 2.776  (3.736912)  

  12.375 ± 10.3737 

     {  2.0013 <    ̂  Y    f   < 22.7487 }     

For our ROA regression example, we can see how the standard error of the forecast 
(sf) changes as our forecasted value of the independent variable gets farther from the 
mean of the independent variable   ( X  f   −   

_
 X  )   in Exhibit 35. The mean of CAPEX is 6.1 

percent, and the band that represents one standard error of the forecast, above and 
below the forecast, is minimized at that point and increases as the independent vari-
able gets farther from    

_
 X   .
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Exhibit 35: ROA Forecasts and Standard Error of the Forecast
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QUESTION SET

Suppose you run a cross-sectional regression for 100 companies, where 
the dependent variable is the annual return on stock and the independent 
variable is the lagged percentage of institutional ownership (INST). The results 
of this simple linear regression estimation are shown in Exhibit 36. Evaluate 
the model by answering questions 1–4.

Exhibit 36: ANOVA Table for Annual Stock Return Regressed on 
Institutional Ownership

 

Source Sum of Squares Degrees of Freedom Mean Square

Regression 576.1485 1 576.1485
Error 1,873.5615 98 19.1180
Total 2,449.7100

 

1. What is the coefficient of determination for this regression model?
Solution:
The coefficient of determination is sum of squares regression/sum of 
squares total: 576.148 ÷ 2,449.71 = 0.2352, or 23.52 percent.
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2. What is the standard error of the estimate for this regression model?
Solution:
The standard error of the estimate is the square root of the mean square 
error:   √ 
_

 19.1180   = 4.3724 .

3. At a 5 percent level of significance, do we reject the null hypothesis of the 
slope coefficient equal to zero if the critical F-value is 3.938?
Solution:
Using a six-step process for testing hypotheses, we get the following:

 

Step 1 State the hypotheses. H0: b1 = 0 versus Ha: b1 ≠ 0
Step 2 Identify the appropri-

ate test statistic.
 F =   MSR _ MSE    
with 1 and 98 degrees of freedom.

Step 3 Specify the level of 
significance.

α = 5% (one tail, right side).

Step 4 State the decision 
rule.

Critical F-value = 3.938. 
Reject the null hypothesis if the calculated 
F-statistic is greater than 3.938.

Step 5 Calculate the test 
statistic.

 F =   576.1485 _ 19.1180   = 30.1364 

Step 6 Make a decision. Reject the null hypothesis because the cal-
culated F-statistic is greater than the critical 
F-value. Evidence is sufficient to indicate that 
the slope coefficient is different from 0.0.

 

4. Based on your answers to the preceding questions, evaluate this simple 
linear regression model.
Solution:
The coefficient of determination indicates that variation in the independent 
variable explains 23.52 percent of the variation in the dependent variable. 
Also, the F-statistic test confirms that the model’s slope coefficient is differ-
ent from 0 at the 5 percent level of significance. In sum, the model seems to 
fit the data reasonably well.

The following applies to questions 5-11.
Suppose we want to forecast a company’s net profit margin (NPM) based 

on its research and development expenditures scaled by revenues (RDR), using 
the model estimated in Example 2 and the details provided in Exhibit 8. The 
regression model was estimated using data on eight companies as

     ̂  Y    f   = 16.5 − 1.3  X  f  , 

with a standard error of the estimate (se) of 1.8618987 and variance of RDR, 

   
 ∑ i=1  

n
     ( X  i   −   

_
 X  )    2  
  ____________  (n − 1)    , of 4.285714, as given.

5. What is the predicted value of NPM if the forecasted value of RDR is 5?
Solution:
The predicted value of NPM is 10: 16.5 − (1.3 × 5) = 10.
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6. What is the standard error of the forecast (sf) if the forecasted value of RDR 
is 5?
Solution:
To derive the standard error of the forecast (sf), we first have to calculate the 
variation of RDR. Then, we have all the pieces to calculate sf:

   ∑ 
i=1

  
n
      ( X  i   −   

_
 X  )    2  = 4.285714 × 7 = 30. 

   s  f   = 1.8618987  √ 
______________

  1 +   1 _ 8   +     (5 − 7.5)    2  _ 30     = 2.1499. 

7. What is the 95 percent prediction interval for the predicted value of NPM 
using critical t-values (df = 6) of ±2.447?
Solution:
The 95 percent prediction interval for the predicted value of NPM is

   {10 ± 2.447 (2.1499) }  ,

     {  4.7392 <    ̂  Y    f   < 15.2608 }     .

8. What is the predicted value of NPM if the forecasted value of RDR is 15?
Solution:
The predicted value of NPM is −3: 16.5 − (1.3 × 15) = −3.

9. Referring to exhibit 9, what is the standard error of the forecast if the fore-
casted value of RDR is 15?
Solution:
To derive the standard error of the forecast, we first must calculate the vari-
ation of RDR. Then, we can calculate sf:

   ∑ 
i=1

  
n
      ( X  i   −   

_
 X  )    2  = 4.285714 × 7 = 30. 

   s  f   = 1.8618987  √ 
_______________

  1 +   1 _ 8   +     (15 − 7.5)    2  _ 30     = 3.2249. 

10. What is the 95 percent prediction interval for the predicted value of 
NPM using critical t-values (df = 6) of ±2.447?
Solution:
The 95 percent prediction interval for the predicted value of NPM is

   {− 3 ± 2.447 (3.2249) }  ,

     {   − 10.8913 <    ̂  Y    f   < 4.8913 }     .

The following applies to questions 12-17.
You are examining the results of a regression estimation that attempts to 

explain the unit sales growth of a business you are researching. The analysis 
of variance output for the regression is given in the Exhibit 37. The regression 
was based on five observations (n = 5).
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Exhibit 37: ANOVA Output
 

Source df
Sum of 

Squares
Mean 

Square F p-Value

Regression 1 88.0 88.0 36.667 0.00904
Residual 3 7.2 2.4
Total 4 95.2

 

11. Calculate the sample variance of the dependent variable using informa-
tion in the table.
Solution:
The sample variance of the dependent variable is the sum of squares total 
divided by its degrees of freedom (n − 1 = 5 − 1 = 4, as given). Thus, the 
sample variance of the dependent variable is 95.2 ÷ 4 = 23.8.

12. Calculate the coefficient of determination for this estimated model.
Solution:
The coefficient of determination = 88.0 ÷ 95.2 = 0.92437.

13. What hypothesis does the F-statistic test?
Solution:
The F-statistic tests whether all the slope coefficients in a linear regression 
are equal to zero.

14. Is the F-test significant at the 0.05 significance level?
Solution:
The calculated value of the F-statistic is 36.667, as shown in Exhibit 32. The 
corresponding p-value is less than 0.05, so you reject the null hypothesis of a 
slope equal to zero.

15. Calculate the standard error of the estimate.
Solution:
The standard error of the estimate is the square root of the mean square 
error:   s  e   =  √ 

_
 2.4    = 1.54919.

FUNCTIONAL FORMS FOR SIMPLE LINEAR 
REGRESSION

describe different functional forms of simple linear regressions

Not every set of independent and dependent variables has a linear relation. In fact, we 
often see non-linear relationships in economic and financial data. Consider the reve-
nues of a company over time illustrated in Exhibit 38, with revenues as the dependent 

6
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(Y) variable and time as the independent (X) variable. Revenues grow at a rate of 15 
percent per year for several years, but then the growth rate eventually declines to 
just 5 percent per year. Estimating this relationship as a simple linear model would 
understate the dependent variable, revenues, and, for some ranges of the independent 
variable, time, and would overstate it for other ranges of the independent variable.

Exhibit 38: Company Revenues over Time
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We can still use the simple linear regression model, but we need to modify either 
the dependent or the independent variables to make it work well. This is the case 
with many different financial or economic data that you might use as dependent and 
independent variables in your regression analysis.

Several different functional forms can be used to potentially transform the data to 
enable their use in linear regression. These transformations include using the log (i.e., 
natural logarithm) of the dependent variable, the log of the independent variable, the 
reciprocal of the independent variable, the square of the independent variable, or the 
differencing of the independent variable. We illustrate and discuss three often-used 
functional forms, each of which involves log transformation:

1. the log-lin model, in which the dependent variable is logarithmic but the 
independent variable is linear;

2. the lin-log model, in which the dependent variable is linear but the inde-
pendent variable is logarithmic; and

3. the log-log model, in which both the dependent and independent variables 
are in logarithmic form.

The Log-Lin Model
In the log-lin model, the dependent variable is in logarithmic form and the indepen-
dent variable is not, as follows:

  ln  Y  i   =  b  0   +  b  1    X  i  .  (25)
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The slope coefficient in this model is the relative change in the dependent variable 
for an absolute change in the independent variable. We can transform the Y variable 
(revenues) in Exhibit 38 into its natural log (ln) and then fit the regression line, as 
shown in Exhibit 39. From this chart, we see that the log-lin model is a better-fitting 
model than the simple linear regression model.

Exhibit 39: Log-Lin Model Applied to Company Revenues over Time
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It is important to note that in working with a log-lin model, you must take care when 
making a forecast. For example, suppose the estimated regression model is ln Y = 
−7 + 2X. If X is 2.5 percent, then the forecasted value of ln Y is −2. In this case, the 
predicted value of Y is the antilog of −2, or e−2 = 0.135335. Another caution is that 
you cannot directly compare a log-lin model with a lin-lin model (i.e., the regression 
of Y on X without any transformation) because the dependent variables are not in the 
same form—we would have to transform the R2 and F-statistic to enable a comparison. 
Looking at the residuals, however, is helpful:

The Lin-Log Model
The lin-log model is similar to the log-lin model, but only the independent variable 
is in logarithmic form:

 Yi = b0 + b1 lnXi. (26)

The slope coefficient in this regression model provides the absolute change in the 
dependent variable for a relative change in the independent variable.

Suppose an analyst is examining the cross-sectional relationship between operating 
profit margin, the dependent variable (Y), and unit sales, the independent variable (X), 
and gathers data on a sample of 30 companies. The scatter plot and regression line 
for these observations are shown in Exhibit 40. Although the slope is different from 
zero at the 5 percent level (the calculated t-statistic on the slope is 5.8616, compared 
with critical t-values of ±2.048), given the R2 of 55.10 percent, the issue is whether 
we can get a better fit by using a different functional form.
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Exhibit 40: Relationship between Operating Profit Margin and Unit Sales

Operating Profit Margin (Y)
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Y = 10.3665 + 0.000045X
R2 = 0.5510
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F–statistic = 33.8259

Unit Sales (X)

Regression LineOperating Profit Margin

If instead we use the natural log of the unit sales as the independent variable in our 
model, we get a very different picture, as shown in Exhibit 41. The R2 for the model 
of operating profit margin regressed on the natural log of unit sales jumps to 97.17 
percent. Because the dependent variable is the same in both the original and trans-
formed models, we can compare the standard error of the estimate: 2.2528 with the 
original independent variable and a much lower 0.5629 with the transformed inde-
pendent variable. Clearly the log-transformed explanatory variable has resulted in a 
better-fitting model.

Exhibit 41: Relationship Between Operating Profit Margin and Natural 
Logarithm of Unit Sales

Operating Profit Margin (Y)

2020

1616

1818

1414

1212

1010

88

66

44

22

00

00 22 44 88 101066 1212 1414

Y = 2.6286 + 1.1797 LnX
R2 = 0.9717
Se = 0.5659
F–statistic = 960.1538

Ln of Unit Sales (Ln X)

Lin-Log Regression LineOperating Profit Margin
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The Log-Log Model
The log-log model, in which both the dependent variable and the independent vari-
able are linear in their logarithmic forms, is also referred to as the double-log model:

 ln Yi = b0 + b1 ln Xi. (27)

This model is useful in calculating elasticities because the slope coefficient is the relative 
change in the dependent variable for a relative change in the independent variable. 
Consider a cross-sectional model of company revenues (the Y variable) regressed on 
advertising spending as a percentage of selling, general, and administrative expenses, 
ADVERT (the X variable). As shown in Exhibit 42, a simple linear regression model 
results in a shallow regression line, with a coefficient of determination of just 20.89 
percent.

Exhibit 42: Fitting a Linear Relation Between Revenues and Advertising 
Spending

Revenues (Y)
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1,5001,500

1,0001,000

500500

2,5002,500
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00 4.04.01.01.0 2.02.0 3.03.00.50.5 1.51.5 2.52.5 3.53.5

Advertising as a Percentage of SG&A  (%, X)

Regression LineRevenues

Y = 70.7139 + 475.3665 X
R2 = 0.2089
F–statistic = 7.3924

If instead we use the natural logarithms of both the revenues and ADVERT, we get 
a much different picture of this relationship. As shown in Exhibit 43, the estimated 
regression line has a significant positive slope; the log-log model’s R2 increases by 
more than four times, from 20.89 percent to 84.91 percent; and the F-statistic jumps 
from 7.39 to 157.52. So, using the log-log transformation dramatically improves the 
regression model fit relative to our data.
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Exhibit 43: Fitting a Log-Log Model of Revenues and Advertising Spending

Ln Revenues (Ln Y)
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–8–8 22–4–4 00–6–6 –2–2

Ln Advertising as a Percentage of SG&A  (Ln X)

Log-Log Regression LineNatural Log of Revenues

LnY = 5.3109 + 1.3686 LnX
R2 = 0.8491
F–statistic = 157.5208

Selecting the Correct Functional Form
The key to fitting the appropriate functional form of a simple linear regression is 
examining the goodness-of-fit measures—the coefficient of determination (R2), the 
F-statistic, and the standard error of the estimate (se)—as well as examining whether 
there are patterns in the residuals. In addition to fit statistics, most statistical pack-
ages provide plots of residuals as part of the regression output, which enables you to 
visually inspect the residuals. To reiterate an important point, what you want to see 
in these plots is random residuals.

As an example, consider the relationship between the monthly returns on DEF 
stock and the monthly returns of the EAA Equity Index, as depicted in Panel A of 
Exhibit 44, with the regression line indicated. Using the equation for this regression 
line, we calculate the residuals and plot them against the EAA Equity Index, as shown 
in Panel B of Exhibit 44. The residuals appear to be random, bearing no relation to the 
independent variable. The distribution of the residuals, shown in Panel C of Exhibit 
44, shows that the residuals are approximately normal. Using statistical software, we 
can investigate further by examining the distribution of the residuals, including using 
a normal probability plot or statistics to test for normality of the residuals.
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Exhibit 44: Monthly Returns on DEF Stock Regressed on Returns on the EAA 
Index

Return on DEF Stock (%)

A. Scatterplot of Returns on DEF Stock and Return on the EAA Index
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QUESTION SET

An analyst is investigating the relationship between the annual growth 
in consumer spending (CONS) in a country and the annual growth in 
the country’s GDP (GGDP). The analyst estimates the two models in Exhibit 45.
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Exhibit 45: Model Estimates
 

Model 1 Model 2

GGDPi = b0 + b1CONSi + εi GGDPi = b0 + b1ln(CONSi) + εi

Intercept 1.040 1.006
Slope 0.669 1.994
R2 0.788 0.867
Standard error of 
the estimate

0.404 0.320

F-statistic 141.558 247.040
 

1. Identify the functional form used in these models.
Solution:
Model 1 is a simple linear regression model with no variable transforma-
tion, whereas Model 2 is a lin-log model with the natural log of the variable 
CONS as the independent variable.

2. Explain which model has better goodness of fit with the sample data.
Solution:
The lin-log model, Model 2, fits the data better. Since the dependent variable 
is the same for the two models, we can compare the fit of the models using 
either the relative measures (R2 or F-statistic) or the absolute measure of 
fit, the standard error of the estimate. The standard error of the estimate 
is lower for Model 2, whereas the R2 and F-statistic are higher for Model 2 
compared with Model 1.
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PRACTICE PROBLEMS

The following information relates to questions 
1-3

An analyst has estimated a model that regresses a company’s return on eq-
uity (ROE) against its growth opportunities (GO), defined as the company’s 
three-year compounded annual growth rate in sales, over 20 years, and produces 
the following estimated simple linear regression:

 ROEi = 4 + 1.8 GOi + εi.

Both variables are stated in percentages, so a GO observation of 5 percent is 
included as 5.

1. The predicted value of the company’s ROE if its GO is 10 percent is closest to:

A. 1.8 percent.

B. 15.8 percent.

C. 22.0 percent.

2. The change in ROE for a change in GO from 5 percent to 6 percent is closest to:

A. 1.8 percent.

B. 4.0 percent.

C. 5.8 percent.

3. The residual in the case of a GO of 8 percent and an observed ROE of 21 percent 
is closest to:

A. −1.8 percent.

B. 2.6 percent.

C. 12.0 percent.

4. Homoskedasticity is best described as the situation in which the variance of the 
residuals of a regression is:

A. zero.

B. normally distributed.

C. constant across observations.
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The following information relates to questions 
5-8

An analyst is examining the annual growth of the money supply for a country 
over the past 30 years. This country experienced a central bank policy shift 15 
years ago, which altered the approach to the management of the money supply. 
The analyst estimated a model using the annual growth rate in the money supply 
regressed on the variable (SHIFT) that takes on a value of 0 before the policy shift 
and 1 after. She estimated the values in Exhibit 1:

Exhibit 1: SHIFT Estimates

Coefficients Standard Error t-Stat.

Intercept 5.767264 0.445229 12.95348
SHIFT −5.13912 0.629649 −8.16188

Critical t-values, level of significance of 0.05:
eOne-sided, left side: −1.701
fOne-sided, right side: +1.701
gTwo-sided: ±2.048

5. The variable SHIFT is best described as:

A. an indicator variable.

B. a dependent variable.

C. a continuous variable.

6. The interpretation of the intercept is the mean of the annual growth rate of the 
money supply:

A. before the shift in policy.

B. over the entire period.

C. after the shift in policy.

7. The interpretation of the slope is the:

A. change in the annual growth rate of the money supply per year.

B. average annual growth rate of the money supply after the shift in policy.

C. difference in the average annual growth rate of the money supply from 
before to after the shift in policy.

8. Testing whether there is a change in the money supply growth after the shift in 
policy, using a 0.05 level of significance, we conclude that there is:

A. sufficient evidence that the money supply growth changed.

B. not enough evidence that the money supply growth is different from zero.

C. not enough evidence to indicate that the money supply growth changed.
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The following information relates to questions 
9-12

Kenneth McCoin, CFA, is a challenging interviewer. Last year, he handed each 
job applicant a sheet of paper with the information in Exhibit 1, and he then 
asked several questions about regression analysis. Some of McCoin’s questions, 
along with a sample of the answers he received to each, are given below. McCoin 
told the applicants that the independent variable is the ratio of net income to 
sales for restaurants with a market cap of more than $100 million and the depen-
dent variable is the ratio of cash flow from operations to sales for those restau-
rants. Which of the choices provided is the best answer to each of McCoin’s 
questions?

Exhibit 1: Regression Analysis

Regression Statistics

R2 0.7436
Standard error 0.0213
Observations 24

Source df
Sum of 

Squares
Mean 

Square F p-Value

Regression 1 0.029 0.029000 63.81 0
Residual 22 0.010 0.000455
Total 23 0.040

Coefficients
Standard 

Error t-Statistic p-Value

Intercept 0.077 0.007 11.328 0
Net income to 
sales (%)

0.826 0.103 7.988 0

9. The coefficient of determination is closest to:

A. 0.7436.

B. 0.8261.

C. 0.8623.

10. The correlation between X and Y is closest to:

A. −0.7436.

B. 0.7436.

C. 0.8623.

11. If the ratio of net income to sales for a restaurant is 5 percent, the predicted ratio 
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of cash flow from operations (CFO) to sales is closest to:

A. −4.054.

B. 0.524.

C. 4.207.

12. Is the relationship between the ratio of cash flow to operations and the ratio of 
net income to sales significant at the 0.05 level?

A. No, because the R2 is greater than 0.05

B. No, because the p-values of the intercept and slope are less than 0.05

C. Yes, because the p-values for F and t for the slope coefficient are less than 
0.05

The following information relates to questions 
13-17

Howard Golub, CFA, is preparing to write a research report on Stellar Energy 
Corp. common stock. One of the world’s largest companies, Stellar is in the 
business of refining and marketing oil. As part of his analysis, Golub wants to 
evaluate the sensitivity of the stock’s returns to various economic factors. For 
example, a client recently asked Golub whether the price of Stellar Energy Corp. 
stock has tended to rise following increases in retail energy prices. Golub believes 
the association between the two variables is negative, but he does not know the 
strength of the association.
Golub directs his assistant, Jill Batten, to study the relationships between (1) Stel-
lar monthly common stock returns and the previous month’s percentage change 
in the US Consumer Price Index for Energy (CPIENG) and (2) Stellar monthly 
common stock returns and the previous month’s percentage change in the US 
Producer Price Index for Crude Energy Materials (PPICEM). Golub wants Batten 
to run both a correlation and a linear regression analysis. In response, Batten 
compiles the summary statistics shown in Exhibit 1 for 248 months. All the data 
are in decimal form, where 0.01 indicates a 1 percent return. Batten also runs a 
regression analysis using Stellar monthly returns as the dependent variable and 
the monthly change in CPIENG as the independent variable. Exhibit 2 displays 
the results of this regression model.

Exhibit 1: Descriptive Statistics

Stellar Common 
Stock Monthly 

Return

Lagged Monthly Change

CPIENG PPICEM

Mean 0.0123 0.0023 0.0042
Standard deviation 0.0717 0.0160 0.0534

Covariance, Stellar vs. CPIENG −0.00017
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Stellar Common 
Stock Monthly 

Return

Lagged Monthly Change

CPIENG PPICEM

Covariance, Stellar vs. PPICEM −0.00048
Covariance, CPIENG vs. PPICEM 0.00044
Correlation, Stellar vs. CPIENG −0.1452

Exhibit 2: Regression Analysis with CPIENG

Regression Statistics

R2 0.0211
Standard error of the estimate 0.0710
Observations 248

Coefficients
Standard 

Error t-Statistic

Intercept 0.0138 0.0046 3.0275
CPIENG (%) −0.6486 0.2818 −2.3014

Critical t-values
One-sided, left side: −1.651
One-sided, right side: +1.651
Two-sided: ±1.967

13. Which of the following best describes Batten’s regression?

A. Time-series regression

B. Cross-sectional regression

C. Time-series and cross-sectional regression

14. Based on the regression, if the CPIENG decreases by 1.0 percent, the expected 
return on Stellar common stock during the next period is closest to:

A. 0.0073 (0.73 percent).

B. 0.0138 (1.38 percent).

C. 0.0203 (2.03 percent).

15. Based on Batten’s regression model, the coefficient of determination indicates 
that:

A. Stellar’s returns explain 2.11 percent of the variability in CPIENG.

B. Stellar’s returns explain 14.52 percent of the variability in CPIENG.

C. changes in CPIENG explain 2.11 percent of the variability in Stellar’s 
returns.

16. For Batten’s regression model, 0.0710 is the standard deviation of:

A. the dependent variable.
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B. the residuals from the regression.

C. the predicted dependent variable from the regression.

17. For the analysis run by Batten, which of the following is an incorrect conclusion 
from the regression output?

A. The estimated intercept from Batten’s regression is statistically different 
from zero at the 0.05 level of significance.

B. In the month after the CPIENG declines, Stellar’s common stock is expected 
to exhibit a positive return.

C. Viewed in combination, the slope and intercept coefficients from Batten’s 
regression are not statistically different from zero at the 0.05 level of 
significance.

The following information relates to questions 
18-26

Anh Liu is an analyst researching whether a company’s debt burden affects inves-
tors’ decision to short the company’s stock. She calculates the short interest ratio 
(the ratio of short interest to average daily share volume, expressed in days) for 50 
companies as of the end of the year and compares this ratio with the companies’ 
debt ratio (the ratio of total liabilities to total assets, expressed in decimal form).
Liu provides a number of statistics in Exhibit 1. She also estimates a simple 
regression to investigate the effect of the debt ratio on a company’s short inter-
est ratio. The results of this simple regression, including the analysis of variance 
(ANOVA), are shown in Exhibit 2.
In addition to estimating a regression equation, Liu graphs the 50 observations 
using a scatter plot, with the short interest ratio on the vertical axis and the debt 
ratio on the horizontal axis.

Exhibit 1: Summary Statistics

Statistic Debt Ratio (Xi) Short Interest Ratio (Yi)

Sum 19.8550 192.3000
Sum of squared deviations from 
the mean

   ∑  
i=1

  
n
     ( X  i   −   

_
 X  )    2  = 2.2225    ∑  

i=1
  

n
     ( Y  i   −   

_
 Y  )    2  = 412.2042.

Sum of cross-products of devia-
tions from the mean

  ∑ i=1  
n
    ( X  i   −   

_
 X  )  ( Y  i   −   

_
 Y  )  = − 9.2430. 
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Exhibit 2: Regression of the Short Interest Ratio on the Debt Ratio

ANOVA
Degrees of 

Freedom (df) Sum of Squares Mean Square

Regression 1 38.4404 38.4404
Residual 48 373.7638 7.7867
Total 49 412.2042
Regression Statistics
R2 0.0933
Standard error of estimate 2.7905
Observations 50

Coefficients Standard Error t-Statistic

Intercept 5.4975 0.8416 6.5322
Debt ratio (%) −4.1589 1.8718 −2.2219

Critical t-values for a 0.05 level of significance:
One-sided, left side: −1.677
One-sided, right side: +1.677
Two-sided: ±2.011

Liu is considering three interpretations of these results for her report on the rela-
tionship between debt ratios and short interest ratios:

Interpretation 1 Companies’ higher debt ratios cause lower short interest 
ratios.

Interpretation 2 Companies’ higher short interest ratios cause higher debt 
ratios.

Interpretation 3 Companies with higher debt ratios tend to have lower short 
interest ratios.

She is especially interested in using her estimation results to predict the short 
interest ratio for MQD Corporation, which has a debt ratio of 0.40.

18. Based on Exhibit 1 and Exhibit 2, if Liu were to graph the 50 observations, the 
scatter plot summarizing this relation would be best described as:

A. horizontal.

B. upward sloping.

C. downward sloping.

19. Based on Exhibit 1, the sample covariance is closest to:

A. −9.2430.

B. −0.1886.

C. 8.4123.

20. Based on Exhibit 1 and Exhibit 2, the correlation between the debt ratio and the 
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short interest ratio is closest to:

A. −0.3054.

B. 0.0933.

C. 0.3054.

21. Which of the interpretations best describes Liu’s findings?

A. Interpretation 1

B. Interpretation 2

C. Interpretation 3

22. The dependent variable in Liu’s regression analysis is the:

A. intercept.

B. debt ratio.

C. short interest ratio.

23. Based on Exhibit 2, the number of degrees of freedom for the t-test of the slope 
coefficient in this regression is:

A. 48.

B. 49.

C. 50.

24. Which of the following should Liu conclude from the results shown in Exhibit 2?

A. The average short interest ratio is 5.4975.

B. The estimated slope coefficient is different from zero at the 0.05 level of 
significance.

C. The debt ratio explains 30.54 percent of the variation in the short interest 
ratio.

25. Based on Exhibit 2, the short interest ratio expected for MQD Corporation is 
closest to:

A. 3.8339.

B. 5.4975.

C. 6.2462.

26. Based on Liu’s regression results in Exhibit 2, the F-statistic for testing whether 
the slope coefficient is equal to zero is closest to:

A. −2.2219.

B. 3.5036.

C. 4.9367.
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The following information relates to questions 
27-29

Doug Abitbol is a portfolio manager for Polyi Investments, a hedge fund that 
trades in the United States. Abitbol manages the hedge fund with the help of 
Robert Olabudo, a junior portfolio manager.
Abitbol looks at economists’ inflation forecasts and would like to examine the 
relationship between the US Consumer Price Index (US CPI) consensus forecast 
and the actual US CPI using regression analysis. Olabudo estimates regression 
coefficients to test whether the consensus forecast is unbiased. If the consensus 
forecasts are unbiased, the intercept should be 0.0 and the slope will be equal to 
1.0. Regression results are presented in Exhibit 1. Additionally, Olabudo calcu-
lates the 95 percent prediction interval of the actual CPI using a US CPI consen-
sus forecast of 2.8.

Exhibit 1: Regression Output: Estimating US CPI

Regression Statistics

R2 0.9859
Standard error of estimate 0.0009
Observations 60

Coefficients Standard Error t-Statistic

Intercept 0.0001 0.0002 0.5000
US CPI consensus forecast 0.9830 0.0155 63.4194

Notes:

1. The absolute value of the critical value for the t-statistic is 2.002 at the 5 
percent level of significance.

2. The standard deviation of the US CPI consensus forecast is sx = 0.7539.
3. The mean of the US CPI consensus forecast is    

_
 X    = 1.3350.

Finally, Abitbol and Olabudo discuss the forecast and forecast interval:

 ■ Observation 1. For a given confidence level, the forecast interval is the same 
no matter the US CPI consensus forecast.

 ■ Observation 2. A larger standard error of the estimate will result in a wider 
confidence interval.

27. Based on Exhibit 1, Olabudo should: 

A. conclude that the inflation predictions are unbiased.

B. reject the null hypothesis that the slope coefficient equals one.

C. reject the null hypothesis that the intercept coefficient equals zero.

28. Based on Exhibit 1, Olabudo should calculate a prediction interval for the actual 
US CPI closest to:

A. 2.7506 to 2.7544.
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B. 2.7521 to 2.7529.

C. 2.7981 to 2.8019.

29. Which of Olabudo’s observations of forecasting is correct?

A. Only Observation 1

B. Only Observation 2

C. Both Observation 1 and Observations 2

The following information relates to questions 
30-34

Elena Vasileva recently joined EnergyInvest as a junior portfolio analyst. Vasile-
va’s supervisor asks her to evaluate a potential investment opportunity in Amtex, 
a multinational oil and gas corporation based in the United States. Vasileva’s 
supervisor suggests using regression analysis to examine the relation between 
Amtex shares and returns on crude oil.
Vasileva notes the following assumptions of regression analysis:

 ■ Assumption 1. The error term is uncorrelated across observations.
 ■ Assumption 2. The variance of the error term is the same for all 

observations.
 ■ Assumption 3. The dependent variable is normally distributed.

Vasileva runs a regression of Amtex share returns on crude oil returns using the 
monthly data she collected. Selected data used in the regression are presented in 
Exhibit 1, and selected regression output is presented in Exhibit 2. She uses a 1 
percent level of significance in all her tests.

Exhibit 1: Selected Data for Crude Oil Returns and Amtex Share Returns

Oil Return  
(Xi)

Amtex Return  
(Yi)

Cross-Product 
  ( X  i   −   

_
 X  )  ( Y  i   −   

_
 Y  )  

Predicted 
Amtex Return 

(    ̂  Y    i   )

Regression 
Residual 
(  Y  i   −    ̂  Y    i   )

Squared 
Residual 
   ( Y  i   −    ̂  Y    i  )    

2
  

Month 1 −0.032000 0.033145 −0.000388 0.002011 −0.031134 0.000969
⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝
Month 36 0.028636 0.062334 0.002663 0.016282 −0.046053 0.002121
Sum 0.085598 0.071475
Average −0.018056 0.005293
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Exhibit 2: Selected Regression Output, Dependent Variable: Amtex Share 
Return

Coefficient Standard Error

Intercept 0.0095 0.0078
Oil return 0.2354 0.0760

Critical t-values for a 1 percent level of significance:

One-sided, left side: −2.441
One-sided, right side: +2.441
Two-sided: ±2.728

Vasileva expects the crude oil return next month, Month 37, to be −0.01. She 
computes the standard error of the forecast to be 0.0469.

30. Which of Vasileva’s assumptions regarding regression analysis is incorrect?

A. Assumption 1

B. Assumption 2

C. Assumption 3

31. Based on Exhibit 1, the standard error of the estimate is closest to:

A. 0.04456.

B. 0.04585.

C. 0.05018.

32. Based on Exhibit 2, Vasileva should reject the null hypothesis that:

A. the slope is less than or equal to 0.15.

B. the intercept is less than or equal to zero.

C. crude oil returns do not explain Amtex share returns.

33. Based on Exhibit 2 and Vasileva’s prediction of the crude oil return for Month 37, 
the estimate of Amtex share return for Month 37 is closest to:

A. −0.0024.

B. 0.0071.

C. 0.0119.

34. Using information from Exhibit 2, the 99 percent prediction interval for Amtex 
share return for Month 37 is best described as:

A.     ̂  Y    f   ± 0.0053 .

B.     ̂  Y    f   ± 0.0469 .

C.     ̂  Y    f   ± 0.1279 .
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The following information relates to questions 
35-38

Espey Jones is examining the relation between the net profit margin (NPM) of 
companies, in percent, and their fixed asset turnover (FATO). He collected a 
sample of 35 companies for the most recent fiscal year and fit several different 
functional forms, settling on the following model:

   ln(NPM  i   ) =  b  0   +  b  1    FATO  i  . 

The results of this estimation are provided in Exhibit 1.

Exhibit 1: Results of Regressing NPM on FATO

Source df
Sum of 

Squares
Mean 

Square F p-Value

Regression 1 102.9152 102.9152 1,486.7079 0.0000
Residual 32 2.2152 0.0692
Total 33 105.1303

Coefficients
Standard 

Error t- Statistic p-Value

Intercept 0.5987 0.0561 10.6749 0.0000
FATO 0.2951 0.0077 38.5579 0.0000

35. The coefficient of determination is closest to:

A. 0.0211.

B. 0.9789.

C. 0.9894.

36. The standard error of the estimate is closest to:

A. 0.2631.

B. 1.7849.

C. 38.5579.

37. At a 0.01 level of significance, Jones should conclude that:

A. the mean net profit margin is 0.5987 percent.

B. the variation of the fixed asset turnover explains the variation of the natural 
log of the net profit margin.

C. a change in the fixed asset turnover from three to four times is likely to 
result in a change in the net profit margin of 0.5987 percent.

38. The predicted net profit margin for a company with a fixed asset turnover of 2 
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times is closest to:

A. 1.1889 percent.

B. 1.8043 percent.

C. 3.2835 percent
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SOLUTIONS

1. C is correct. The predicted value of ROE = 4 + (1.8 × 10) = 22.

2. A is correct. The slope coefficient of 1.8 is the expected change in the dependent 
variable (ROE) for a one-unit change in the independent variable (GO).

3. B is correct. The predicted value is ROE = 4 + (1.8 × 8) = 18.4. The observed value 
of ROE is 21, so the residual is 2.6 = 21.0 − 18.4.

4. C is correct. Homoskedasticity is the situation in which the variance of the resid-
uals is constant across the observations.

5. A is correct. SHIFT is an indicator or dummy variable because it takes on only 
the values 0 and 1.

6. A is correct. In a simple regression with a single indicator variable, the intercept 
is the mean of the dependent variable when the indicator variable takes on a 
value of zero, which is before the shift in policy in this case.

7. C is correct. Whereas the intercept is the average of the dependent variable 
when the indicator variable is zero (i.e., before the shift in policy), the slope is the 
difference in the mean of the dependent variable from before to after the change 
in policy.

8. A is correct. The null hypothesis of no difference in the annual growth rate is 
rejected at the 0.05 level: The calculated test statistic of −8.16188 is outside the 
bounds of ±2.048.

9. A is correct. The coefficient of determination is the same as R2, which is 0.7436 in 
the table.

10. C is correct. Because the slope is positive, the correlation between X and Y is sim-
ply the square root of the coefficient of determination:   √ 

_
 0.7436   = 0.8623. 

11. C is correct. To make a prediction using the regression model, multiply the slope 
coefficient by the forecast of the independent variable and add the result to the 
intercept. Expected value of CFO to sales = 0.077 + (0.826 × 5) = 4.207.

12. C is correct. The p-value is the smallest level of significance at which the null hy-
potheses concerning the slope coefficient can be rejected. In this case, the p-value 
is less than 0.05, and thus the regression of the ratio of cash flow from operations 
to sales on the ratio of net income to sales is significant at the 5 percent level.

13. A is correct. The data are observations over time.

14. C is correct. From the regression equation, Expected return = 0.0138 + (−0.6486 
× −0.01) = 0.0138 + 0.006486 = 0.0203, or 2.03 percent.

15. C is correct. R2 is the coefficient of determination. In this case, it shows that 
2.11% of the variability in Stellar’s returns is explained by changes in CPIENG.

16. B is correct. The standard error of the estimate is the standard deviation of the 
regression residuals.

17. C is the correct response because it is a false statement. The slope and intercept 
are both statistically different from zero at the 0.05 level of significance.
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18. C is correct. The slope coefficient (shown in Exhibit 2) is negative.

19. B is correct. The sample covariance is calculated as follows:

   
 ∑ i=1  

n
    ( X  i   −   

_
 X  )  ( Y  i   −   

_
 Y  )   _________________ n − 1   = − 9.2430 ÷ 49 = − 0.1886 .

20. A is correct. In simple regression, the R2 is the square of the pairwise correlation. 
Because the slope coefficient is negative, the correlation is the negative of the 
square root of 0.0933, or −0.3055.

21. C is correct. Conclusions cannot be drawn regarding causation; they can be 
drawn only about association; therefore, Interpretations 1 and 2 are incorrect.

22. C is correct. Liu explains the variation of the short interest ratio using the varia-
tion of the debt ratio.

23. A is correct. The degrees of freedom are the number of observations minus the 
number of parameters estimated, which equals 2 in this case (the intercept and 
the slope coefficient). The number of degrees of freedom is 50 − 2 = 48.

24. B is correct. The t-statistic is −2.2219, which is outside the bounds created by the 
critical t-values of ±2.011 for a two-tailed test with a 5 percent significance level. 
The value of 2.011 is the critical t-value for the 5 percent level of significance (2.5 
percent in one tail) for 48 degrees of freedom. A is incorrect because the mean of 
the short interest ratio is 192.3 ÷ 50 = 3.846. C is incorrect because the debt ratio 
explains 9.33 percent of the variation of the short interest ratio.

25. A is correct. The predicted value of the short interest ratio = 5.4975 + (−4.1589 × 
0.40) = 5.4975 − 1.6636 = 3.8339.

26. C is correct. The calculation is  F =   Mean square regression  __________________  Mean square error   =   38.4404 _ 7.7867   = 4.9367 .

27. A is correct. We fail to reject the null hypothesis of a slope equal to one, and we 
fail to reject the null hypothesis of an intercept equal to zero. The test of the slope 
equal to 1.0 is 

  t =   0.9830 − 1.000  ___________ 0.0155   = − 1.09677 . 

The test of the intercept equal to 0.0 is 

  t =   0.0001 − 0.0000  ____________ .00002   = 0.5000 . 

Therefore, we conclude that the forecasts are unbiased.

28. A is correct. The forecast interval for inflation is calculated in three steps:
Step 1. Make the prediction given the US CPI forecast of 2.8:

   
  Y   ⌢  =  ̂   b  0    +  ̂   b  1   X

   = 0.0001 +  (0.9830 × 2.8)     
= 2.7525.

   .

Step 2. Compute the variance of the prediction error:
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 s  f  2  =  s  e  2  {1 +  (1 / n)  +  [  ( X  f   −   
_

 X  )    2 ]  /  [ (n − 1)  ×  s  x  2 ] } .

      
 s  f  2  =  0.0009   2  {1 +  (1 / 60)  +  [  (2.8 − 1.3350)    2 ]  /  [ (60 − 1)  ×  0.7539   2 ] } .

       
 s  f  2  = 0.00000088.

   

 s  f   = 0.0009.

   

Step 3. Compute the prediction interval:

    ̂  Y   ±  t  c   ×  s  f   .

 2.7525 ± (2.0 × 0.0009)

 Lower bound: 2.7525 − (2.0 × 0.0009) = 2.7506.

 Upper bound: 2.7525 + (2.0 × 0.0009) = 2.7544.

Given the US CPI forecast of 2.8, the 95 percent prediction interval is 2.7506 to 
2.7544.

29. B is correct. The confidence level influences the width of the forecast interval 
through the critical t-value that is used to calculate the distance from the fore-
casted value: The larger the confidence level, the wider the interval. Therefore, 
Observation 1 is not correct.
Observation 2 is correct. The greater the standard error of the estimate, the 
greater the standard error of the forecast.

30. C is correct. The assumptions of the linear regression model are that (1) the rela-
tionship between the dependent variable and the independent variable is linear 
in the parameters b0 and b1, (2) the residuals are independent of one another, (3) 
the variance of the error term is the same for all observations, and (4) the error 
term is normally distributed. Assumption 3 is incorrect because the dependent 
variable need not be normally distributed.

31. B is correct. The standard error of the estimate for a linear regression model with 
one independent variable is calculated as the square root of the mean square 
error:

   s  e   =  √ 
_

   0.071475 _ 34     = 0.04585. 

32. C is correct. Crude oil returns explain the Amtex share returns if the slope coef-
ficient is statistically different from zero. The slope coefficient is 0.2354, and the 
calculated t-statistic is

  t =   0.2354 − 0.0000  ____________ 0.0760   = 3.0974, 

which is outside the bounds of the critical values of ±2.728.
Therefore, Vasileva should reject the null hypothesis that crude oil returns do not 
explain Amtex share returns, because the slope coefficient is statistically different 
from zero.
A is incorrect because the calculated t-statistic for testing the slope against 0.15 is 
 t =   0.2354 − 0.1500  ____________ 0.0760   = 1.1237 , which is less than the critical value of +2.441.

B is incorrect because the calculated t-statistic is  t =   0.0095 − 0.0000  ____________ 0.0078   = 1.2179 , 

which is less than the critical value of +2.441.

33. B is correct. The predicted value of the dependent variable, Amtex share return, 
given the value of the independent variable, crude oil return, −0.01, is calculated 
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as    ̂  Y   =    ̂  b    0   +    ̂  b    1    X  i   = 0.0095 +  [0.2354 ×  (− 0.01) ]  = 0.0071. 

34. C is correct. The predicted share return is 0.0095 + [0.2354 × (−0.01)] = 0.0071. 
The lower limit for the prediction interval is 0.0071 − (2.728 × 0.0469) = −0.1208, 
and the upper limit for the prediction interval is 0.0071 + (2.728 × 0.0469) = 
0.1350.
A is incorrect because the bounds of the interval should be based on the standard 
error of the forecast and the critical t-value, not on the mean of the dependent 
variable.
B is incorrect because bounds of the interval are based on the product of the 
standard error of the forecast and the critical t-value, not simply the standard 
error of the forecast.

35. B is correct. The coefficient of determination is 102.9152 ÷ 105.1303 = 0.9789.

36. A is correct. The standard error is the square root of the mean square error, or   
√ 
_

 0.0692   = 0.2631 .

37. B is correct. The p-value corresponding to the slope is less than 0.01, so we reject 
the null hypothesis of a zero slope, concluding that the fixed asset turnover ex-
plains the natural log of the net profit margin.

38. C is correct. The predicted natural log of the net profit margin is 0.5987 + (2 × 
0.2951) = 1.1889. The predicted net profit margin is   e   1.1889  = 3.2835 %.
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LEARNING OUTCOMES
Mastery The candidate should be able to:

describe aspects of “fintech” that are directly relevant for the 
gathering and analyzing of financial data.
describe Big Data, artificial intelligence, and machine learning

describe applications of Big Data and Data Science to investment 
management

INTRODUCTION

The meeting of finance and technology, commonly known as fintech, is changing the 
landscape of investment management. Advancements include the use of Big Data, 
artificial intelligence, and machine learning to evaluate investment opportunities, 
optimize portfolios, and mitigate risks. These developments are affecting not only 
quantitative asset managers but also fundamental asset managers who make use of 
these tools and technologies to engage in hybrid forms of investment decision making.

LEARNING MODULE OVERVIEW

 ■ Big Data is characterized by the three Vs—volume, velocity, 
and variety—and includes both traditional and non-traditional 
(or alternative) datasets. When Big Data is used for inference or pre-
diction, it is important to consider a fourth V: veracity.

 ■ Among the main sources of alternative data are data generated by 
individuals, business processes, and sensors.

 ■ Artificial intelligence (AI) computer systems are capable of performing 
tasks that traditionally required human intelligence at levels compara-
ble (or superior) to those of human beings.

1

L E A R N I N G  M O D U L E
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 ■ Machine learning (ML) seeks to extract knowledge from large 
amounts of data by “learning” from known examples and then gener-
ating structure or predictions. Simply put, ML algorithms aim to “find 
the pattern, apply the pattern.” Main types of ML include supervised 
learning, unsupervised learning, and deep learning.

 ■ Natural language processing (NLP) is an application of text analytics 
that uses insight into the structure of human language to analyze and 
interpret text- and voice-based data.

HOW IS FINTECH USED IN QUANTITATIVE 
INVESTMENT ANALYSIS?

describe aspects of “fintech” that are directly relevant for the 
gathering and analyzing of financial data.
describe Big Data, artificial intelligence, and machine learning

In its broadest sense, the term fintech generally refers to technology-driven innova-
tion occurring in the financial services industry. For our purposes, fintech refers to 
technological innovation in the design and delivery of financial services and products. 
In common usage, fintech can also refer to companies involved in developing the new 
technologies and their applications, as well as the business sector that includes such 
companies. Many of these innovations are challenging the traditional business models 
of incumbent financial services providers.

Early forms of fintech included data processing and the automation of routine 
tasks. Systems that provided execution of decisions according to specified rules and 
instructions followed. Fintech has advanced into decision-making applications based 
on complex machine-learning logic, in which computer programs are able to “learn” 
how to complete tasks over time. In some applications, advanced computer systems 
are performing tasks at levels that far surpass human capabilities. Fintech has changed 
the financial services industry in many ways, giving rise to new systems for investment 
advice, financial planning, business lending, and payments.

Whereas fintech covers a broad range of services and applications, areas of devel-
opment that are more directly relevant to quantitative analysis in the investment 
industry include the following:

 ■ Analysis of large datasets. In addition to growing amounts of traditional 
data, such as security prices, corporate financial statements, and economic 
indicators, massive amounts of alternative data generated from non-tradi-
tional data sources, such as social media and sensor networks, can now be 
integrated into a portfolio manager’s investment decision-making process 
and used to help generate alpha and reduce losses.

 ■ Analytical tools. For extremely large datasets, techniques involving artifi-
cial intelligence (AI)—computer systems capable of performing tasks that 
previously required human intelligence—might be better suited to identify 
complex, non-linear relationships than traditional quantitative methods and 
statistical analysis. Advances in AI-based techniques are enabling differ-
ent data analysis approaches. For example, analysts are turning to AI to 
sort through the enormous amounts of data from company filings, annual 

2
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reports, and earnings calls to determine which data are most important and 
to help uncover trends and generate insights relating to human sentiment 
and behavior.

Big Data
As noted, datasets are growing rapidly in terms of the size and diversity of data types 
that are available for analysis. The term Big Data has been in use since the late 1990s 
and refers to the vast amount of information being generated by industry, govern-
ments, individuals, and electronic devices. Big Data includes data generated from 
traditional sources—such as stock exchanges, companies, and governments—as well 
as non-traditional data types, also known as alternative data, arising from the use of 
electronic devices, social media, sensor networks, and company exhaust (information 
generated in the normal course of doing business).

Traditional data sources include corporate data in the form of annual reports, 
regulatory filings, sales and earnings figures, and conference calls with analysts. 
Traditional data also include data that are generated in the financial markets, including 
trade prices and volumes. Because the world has become increasingly connected, we 
can now obtain data from a wide range of devices, including smart phones, cameras, 
microphones, radio-frequency identification (RFID) readers, wireless sensors, and 
satellites that are now in use all over the world. As the internet and the presence 
of such networked devices have grown, the use of non-traditional data sources, or 
alternative data sources—including social media (posts, tweets, and blogs), email and 
text communications, web traffic, online news sites, and other electronic information 
sources—has risen.

The term Big Data typically refers to datasets that have the following characteristics:

 ■ Volume: The amount of data collected in files, records, and tables is very 
large, representing many millions, or even billions, of data points.

 ■ Velocity: The speed and frequency with which the data are recorded and 
transmitted has accelerated. Real-time or near-real-time data have become 
the norm in many areas.

 ■ Variety: The data are collected from many different sources and in a variety 
of formats, including structured data (e.g., SQL tables), semistructured data 
(e.g., HTML code), and unstructured data (e.g., video messages).

Features relating to big data’s volume, velocity, and variety are shown in Exhibit 1.
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Exhibit 1: Big Data Characteristics: Volume, Velocity, and Variety
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Source: Ivy Wigmore, “Definition: 3Vs (Volume, Variety and Velocity),” WhatIs.com, last updated 
December 2020, http:// whatis .techtarget .com/ definition/ 3Vs.

Exhibit 1 shows that data volumes are growing from megabytes and gigabytes to far 
larger sizes, such as terabytes and petabytes, as more data are being generated, cap-
tured, and stored. At the same time, more data, traditional and non-traditional, are 
available on a real-time or near-real-time basis with far greater variety in data types 
than ever before.

When Big Data is used for inference or prediction, a “fourth V” comes into play— 
veracity—which relates to the credibility and reliability of different data sources. 
Determining the credibility and reliability of data sources is an important part of any 
empirical investigation. The issue of veracity becomes critically important for Big Data, 
however, because of the varied sources of these large datasets. Big Data amplifies the 
age-old challenge of disentangling quality from quantity.

Big Data can be structured, semi-structured, or unstructured data. Structured data 
items can be organized in tables and are commonly stored in a database where each 
field represents the same type of information. Unstructured data can be disparate, 
unorganized data that cannot be represented in tabular form. Unstructured data, such 
as those generated by social media, email, text messages, voice recordings, pictures, 
blogs, scanners, and sensors, often require different, specialized applications or custom 
programs before they can be useful to investment professionals. For example, to analyze 
data contained in emails or texts, specially developed or customized computer code 
might be required to first process these files. Semistructured data can have attributes 
of both structured and unstructured data.
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Sources of Big Data

Big Data, therefore, encompasses data generated by the following:

 ■ financial markets (e.g., equity, fixed income, futures, options, and other 
derivatives),

 ■ businesses (e.g., corporate financials, commercial transactions, and credit 
card purchases),

 ■ governments (e.g., trade, economic, employment, and payroll data),
 ■ individuals (e.g., credit card purchases, product reviews, internet search 

logs, and social media posts),
 ■ sensors (e.g., satellite imagery, shipping cargo information, and traffic pat-

terns), and, in particular,
 ■ the Internet of Things, or IoT (e.g., data generated by “smart” buildings, 

where the building is providing a steady stream of information about climate 
control, energy consumption, security, and other operational details).

In gathering business intelligence, historically, analysts have tended to draw on 
traditional data sources, using statistical methods to measure performance, predict 
future growth, and analyze sector and market trends. In contrast, the analysis of Big 
Data incorporates the use of alternative data sources.

From retail sales data to social media sentiment to satellite imagery that might 
reveal information about agriculture, shipping, and oil rigs, alternative datasets can 
provide additional insights about consumer behavior, firm performance, trends, and 
other factors important for investment-related activities. Such information is having 
a significant effect on the way that professional investors, particularly quantitative 
investors, approach financial analysis and decision-making processes.

The three main sources of alternative data are

 ■ data generated by individuals,
 ■ data generated by business processes, and
 ■ data generated by sensors.

Data generated by individuals are often produced in text, video, photo, and audio 
formats and also can be generated through such means as website clicks or time spent 
on a webpage. This type of data tends to be unstructured. The volume of this type 
of data is growing dramatically as people participate in greater numbers and more 
frequently in online activities, such as social media and e-commerce, including online 
reviews of products, services, and entire companies, and as they make personal data 
available through web searches, email, and other electronic trails.

Business process data include information flows from corporations and other public 
entities. These data tend to be structured data and include direct sales information, 
such as credit card data, as well as corporate exhaust. Corporate exhaust includes 
corporate supply chain information, banking records, and retail point-of-sale scanner 
data. Business process data can be leading or real-time indicators of business perfor-
mance, whereas traditional corporate metrics might be reported only on a quarterly 
or even yearly basis and typically are lagging indicators of performance.

Sensor data are collected from such devices as smart phones, cameras, RFID chips, 
and satellites that usually are connected to computers through wireless networks. Sensor 
data can be unstructured, and the volume of data is many orders of magnitude greater 
than that of individual or business process datastreams. This form of data is growing 
exponentially because microprocessors and networking technology are increasingly 
present in a wide array of personal and commercial electronic devices. Extended to 
office buildings, homes, vehicles, and many other physical forms, this culminates in a 
network arrangement, known as the Internet of Things, which is formed by the vast 
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array of physical devices, home appliances, smart buildings, vehicles, and other items 
that are embedded with electronics, sensors, software, and network connections that 
enable the objects in the system to interact and share information.

Exhibit 2 shows a classification of alternative data sources and includes examples 
for each.

Exhibit 2: Classification of Alternative Data Sources

Individuals Business Processes Sensors

Social media Transaction data Satellites
News, reviews Corporate data Geolocation
Web searches, personal data   Internet of Things
    Other sensors

In the search to identify new factors that could affect security prices, enhance asset 
selection, improve trade execution, and uncover trends, alternative data are being 
used to support data-driven investment models and decisions. As interest in alter-
native data has risen, the number of specialized firms that collect, aggregate, and sell 
alternative datasets has grown.

Although the market for alternative data is expanding, investment professionals 
should understand the potential legal and ethical issues related to information that 
is not in the public domain. For example, the scraping of web data potentially could 
capture personal information that is protected by regulations or that might have been 
published or provided without the explicit knowledge and consent of the individuals 
involved. Best practices are still in development in many jurisdictions, and because 
of varying approaches taken by national regulators, the different forms of guidance 
could conflict.

Big Data Challenges

Big Data poses several challenges when it is used in investment analysis, including 
the quality, volume, and appropriateness of the data. Key issues revolve around the 
following questions, among others: Does the dataset have selection bias, missing 
data, or data outliers? Is the volume of collected data sufficient? Is the dataset well 
suited for the type of analysis? In most instances, the data must be sourced, cleansed, 
and organized before analysis can occur. This process can be extremely difficult with 
alternative data because of the unstructured characteristics of the data involved, which 
more often are qualitative (e.g., texts, photos, and videos) than quantitative in nature.

Given the size and complexity of alternative datasets, traditional analytical meth-
ods cannot always be used to interpret and evaluate these datasets. To address this 
challenge, AI and machine learning techniques have emerged that support work on 
such large and complex sources of information.

ADVANCED ANALYTICAL TOOLS: ARTIFICIAL 
INTELLIGENCE AND MACHINE LEARNING

describe Big Data, artificial intelligence, and machine learning

3

© CFA Institute. For candidate use only. Not for distribution.



Advanced Analytical Tools: Artificial Intelligence and Machine Learning 335

Artificial intelligence (AI) computer systems are capable of performing tasks that tradi-
tionally have required human intelligence. AI technology has enabled the development 
of computer systems that exhibit cognitive and decision-making ability comparable 
or superior to that of human beings.

An early example of AI was the expert system, a type of computer programming 
that attempted to simulate the knowledge base and analytical abilities of human 
experts in specific problem-solving contexts. This was often accomplished through 
the use of “if–then” rules. By the late 1990s, faster networks and more powerful pro-
cessors enabled AI to be deployed in logistics, data mining, financial analysis, medical 
diagnosis, and other areas. Since the 1980s, financial institutions have made use of 
AI—particularly, neural networks, programming based on how our brain learns and 
processes information—to detect abnormal charges or claims in credit card fraud 
detection systems.

Machine learning (ML) involves computer-based techniques that seek to extract 
knowledge from large amounts of data without making any assumptions on the 
data’s underlying probability distribution. The goal of ML algorithms is to automate 
decision-making processes by generalizing, or “learning,” from known examples to 
determine an underlying structure in the data. The emphasis is on the ability of the 
algorithm to generate structure or predictions without any help from a human. Simply 
put, ML algorithms aim to “find the pattern, apply the pattern.”

As it is currently used in the investing context, ML requires massive amounts of 
data for “training,” so although some ML techniques have existed for years, insufficient 
data have historically limited broader application. Previously, these algorithms lacked 
access to the large amounts of data needed to model relationships successfully. The 
growth in Big Data has provided ML algorithms, including neural networks, with 
sufficient data to improve modeling and predictive accuracy, and greater use of ML 
techniques is now possible.

In ML, the computer algorithm is given “inputs” (a set of variables or datasets) 
and might be given “outputs” (the target data). The algorithm “learns” from the data 
provided how best to model inputs to outputs (if provided) or how to identify or 
describe underlying data structure if no outputs are given. Training occurs as the 
algorithm identifies relationships in the data and uses that information to refine its 
learning process.

ML involves splitting the dataset into three distinct subsets: a training dataset, 
a validation dataset, and a test dataset. The training dataset allows the algorithm to 
identify relationships between inputs and outputs based on historical patterns in the 
data. These relationships are then validated, and the model tuned, using the validation 
dataset. The test dataset is used to test the model’s ability to predict well on new data. 
Once an algorithm has been trained, validated, and tested, the ML model can be used 
to predict outcomes based on other datasets.

ML still requires human judgment in understanding the underlying data and 
selecting the appropriate techniques for data analysis. Before they can be used, the 
data must be clean and free of biases and spurious data. As noted, ML models also 
require sufficiently large amounts of data and might not perform well when not enough 
available data are available to train and validate the model.

Analysts must be cognizant of errors that could arise from overfitting the data, 
because models that overfit the data might discover “false” relationships or “unsub-
stantiated” patterns that will lead to prediction errors and incorrect output forecasts. 
Overfitting occurs when the ML model learns the input and target dataset too pre-
cisely. In such cases, the model has been “overtrained” on the data and treats noise 
in the data as true parameters. An ML model that has been overfitted is not able 
to accurately predict outcomes using a different dataset and might be too complex. 
When a model has been underfitted, the ML model treats true parameters as if they 
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are noise and is not able to recognize relationships within the training data. In such 
cases, the model could be too simplistic. Underfitted models typically will fail to fully 
discover patterns that underlie the data.

In addition, because they are not explicitly programmed, ML techniques can appear 
to be opaque or “black box” approaches, which arrive at outcomes that might not be 
entirely understood or explainable.

ML approaches can help identify relationships between variables, detect patterns 
or trends, and create structure from data, including data classification. ML can be 
divided broadly into three distinct classes of techniques: supervised learning, unsu-
pervised learning, and deep learning.

In supervised learning, computers learn to model relationships based on labeled 
training data. In supervised learning, inputs and outputs are labeled, or identified, for 
the algorithm. After learning how best to model relationships for the labeled data, the 
trained algorithms are used to model or predict outcomes for new datasets. Trying to 
identify the best signal, or variable; to forecast future returns on a stock; or to predict 
whether local stock market performance will be up, down, or flat during the next busi-
ness day are problems that could be approached using supervised learning techniques.

In unsupervised learning, computers are not given labeled data but instead 
are given only data from which the algorithm seeks to describe the data and their 
structure. For example, grouping companies into peer groups based on their charac-
teristics rather than using standard sector or country groupings is an application of 
unsupervised learning techniques.

Underlying AI advances have been key developments relating to neural networks. 
In deep learning (or deep learning nets), computers use neural networks, often 
with many hidden layers, to perform multistage, non-linear data processing to iden-
tify patterns. Deep learning can use supervised or unsupervised ML approaches. By 
taking a layered or multistage approach to data analysis, deep learning develops an 
understanding of simple concepts that informs analysis of more complex concepts.

Neural networks have existed since 1958 and have been used for many applications, 
such as forecasting and pattern recognition. Improvements in the algorithms under-
lying neural networks are providing more accurate models that better incorporate 
and learn from data. As a result, these algorithms are now far better at such activities 
as image, pattern, and speech recognition. In many cases, the advanced algorithms 
require less computing power than the earlier neural networks, and their improved 
solution enables analysts to discover insights and identify relationships that were 
previously too difficult or too time consuming to uncover.

ADVANCES IN AI OUTSIDE FINANCE

Non-finance-related AI breakthroughs include victories in the general knowledge 
gameshow Jeopardy (by IBM’s Watson in 2011) and in the ancient Chinese board 
game Go (by Google’s DeepMind in 2016). Not only is AI providing solutions 
where perfect information exists (all players have equal access to the same infor-
mation), such as checkers, chess, and Go, but AI is also providing insight in cases 
in which information might be imperfect and players have hidden information; 
AI successes at the game of poker (by DeepStack) are an example. AI has also 
been behind the rise of virtual assistants, such as Siri (from Apple), Google’s 
Translate app, and Amazon’s product recommendation engine.

The ability to analyze Big Data using ML techniques, alongside more traditional 
statistical methods, represents a significant development in investment research, 
supported by the presence of greater data availability and advances in the algorithms. 
Improvements in computing power and software processing speeds and falling storage 
costs have further supported this evolution.
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ML techniques are being used for Big Data analysis to help predict trends or mar-
ket events, such as the likelihood of a successful merger or an outcome to a political 
election. Image recognition algorithms can now analyze data from satellite-imaging 
systems to provide intelligence on the number of consumers in retail store parking 
lots, shipping activity and manufacturing facilities, and yields on agricultural crops, 
to name just a few examples.

Such information could provide insight into individual firms or at national or global 
levels and might be used as inputs into valuation or economic models.

TACKLING BIG DATA WITH DATA SCIENCE

describe applications of Big Data and Data Science to investment 
management

Data science can be defined as an interdisciplinary field that harnesses advances in 
computer science (including ML), statistics, and other disciplines for the purpose 
of extracting information from Big Data (or data in general). Companies rely on the 
expertise of data scientists/analysts to extract information and insights from Big Data 
for a wide variety of business and investment purposes.

An important consideration for the data scientist is the structure of the data. As 
noted in the discussion on Big Data, because of their unstructured nature, alternative 
data often require specialized treatment before they can be used for analysis.

Data Processing Methods
To help determine the best data management technique needed for Big Data analy-
sis, data scientists use various data processing methods, including capture, curation, 
storage, search, and transfer.

 ■ Capture—Data capture refers to how the data are collected and transformed 
into a format that can be used by the analytical process. Low-latency sys-
tems—systems that operate on networks that communicate high volumes 
of data with minimal delay (latency)—are essential for automated trading 
applications that make decisions based on real-time prices and market 
events. In contrast, high-latency systems do not require access to real-time 
data and calculations.

 ■ Curation—Data curation refers to the process of ensuring data quality and 
accuracy through a data cleaning exercise. This process consists of review-
ing all data to detect and uncover data errors—bad or inaccurate data—and 
making adjustments for missing data when appropriate.

 ■ Storage—Data storage refers to how the data will be recorded, archived, and 
accessed and the underlying database design. An important consideration 
for data storage is whether the data are structured or unstructured and 
whether analytical needs require low-latency solutions.

 ■ Search—Search refers to how to query data. Big Data has created the need 
for advanced applications capable of examining and reviewing large quanti-
ties of data to locate requested data content.

 ■ Transfer—Transfer refers to how the data will move from the underlying 
data source or storage location to the underlying analytical tool. This could 
be through a direct data feed, such as a stock exchange’s price feed.

4

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 11 Introduction to Big Data Techniques338

Data Visualization
Data visualization is an important tool for understanding Big Data. Visualization 
refers to how the data will be formatted, displayed, and summarized in graphical form. 
Traditional structured data can be visualized using tables, charts, and trends, whereas 
non-traditional unstructured data require new techniques of data visualization. These 
visualization tools include, for example, interactive three-dimensional (3D) graphics, 
in which users can focus in on specified data ranges and rotate the data across 3D axes 
to help identify trends and uncover relationships. Multidimensional data analysis con-
sisting of more than three variables requires additional data visualization techniques—
for example, adding color, shapes, and sizes to the 3D charts. Furthermore, a wide 
variety of solutions exists to reflect the structure of the data through the geometry of 
the visualization, with interactive graphics allowing for especially rich possibilities. 
Examples include heat maps, tree diagrams, and network graphs.

Another valuable Big Data visualization technique that is applicable to textual data 
is a “tag cloud,” in which words are sized and displayed on the basis of the frequency 
of the word in the data file. For example, words that appear more often are shown 
with a larger font, and words that appear less often are shown with a smaller font. A 
“mind map” is another data visualization technique; it is a variation of the tag cloud, 
but rather than displaying the frequency of words, a mind map shows how different 
concepts are related to each other.

Exhibit 3 shows an example of a “tag cloud” based on a section of this reading. 
The more frequently a word is found within the text, the larger it becomes in the tag 
cloud. As shown in the tag cloud, the words appearing most frequently in the section 
include “data,” “ML,” “learning,” “AI,” “techniques,” “model,” and “relationships.”

Exhibit 3: Data Visualization Tag Cloud
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Source: “About Word Clouds,” WordItOut, https:// worditout .com/ word -cloud/ create.

Fintech is being used in numerous areas of investment management. Applications for 
investment management include text analytics and natural language processing, risk 
analysis, and algorithmic trading.
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Text Analytics and Natural Language Processing
Text analytics involves the use of computer programs to analyze and derive meaning 
typically from large, unstructured text- or voice-based datasets, such as company filings, 
written reports, quarterly earnings calls, social media, email, internet postings, and 
surveys. Text analytics includes using computer programs to perform automated infor-
mation retrieval from different, unrelated sources to aid the decision-making process. 
More analytical usage includes lexical analysis, or the analysis of word frequency in 
a document and pattern recognition based on key words and phrases. Text analytics 
could be used in predictive analysis to help identify indicators of future performance, 
such as consumer sentiment.

Natural language processing (NLP) is a field of research at the intersection of 
computer science, AI, and linguistics that focuses on developing computer programs 
to analyze and interpret human language. Within the larger field of text analytics, NLP 
is an important application. Automated tasks using NLP include translation, speech 
recognition, text mining, sentiment analysis, and topic analysis. NLP also might be 
used in compliance functions to review employee voice and electronic communications 
for adherence to company or regulatory policy, for detecting fraud or inappropriate 
conduct, or for ensuring private or customer information is kept confidential.

Consider that all the public corporations worldwide generate millions of pages of 
annual reports and tens of thousands of hours of earnings calls each year. This is more 
information than any individual analyst or team of researchers can assess. NLP, espe-
cially when aided by ML algorithms, can analyze annual reports, call transcripts, news 
articles, social media posts, and other text- and audio-based data to identify trends 
in shorter time spans and with greater scale and accuracy than is humanly possible.

For example, NLP can be used to monitor analyst commentary to aid investment 
decision making. Financial analysts might generate earnings-per-share (EPS) forecasts 
reflecting their views on a company’s near-term prospects. Focusing on forecasted 
EPS numbers could mean investors miss subtleties contained in an analyst’s written 
research report. Because analysts tend not to change their buy, hold, and sell recom-
mendations for a company frequently, they might instead offer nuanced commentary 
without making a change in their investment recommendation. After analyzing ana-
lyst commentary, NLP can assign sentiment ratings ranging from very negative to 
very positive for each. NLP, therefore, can be used to detect, monitor, and tag shifts 
in sentiment, potentially ahead of an analyst’s recommendation change. Machine 
capabilities enable this analysis to scale across thousands of companies worldwide, 
performing work previously done by humans.

Similarly, communications and transcripts from policy makers, such as the European 
Central Bank or the US Federal Reserve, offer an opportunity for NLP-based analysis 
because officials at these institutions might send subtle messages through their choice 
of topics, words, and inferred tone. NLP can analyze nuances within text to provide 
insights around trending or waning topics of interest, such as interest rate policy, 
aggregate output, or inflation expectations.

Models using NLP analysis might incorporate non-traditional information to eval-
uate what people are saying—through their preferences, opinions, likes, or dislikes—in 
an attempt to identify trends and short-term indicators—for example about a company, 
a stock, or an economic event—to forecast coming trends that may affect investment 
performance in the future. For example, past research has evaluated the predictive 
power of Twitter sentiment regarding initial public offering (IPO) performance as well 
as the effect of positive and negative news sentiment on stock returns.
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PROGRAMMING LANGUAGES AND DATABASES

Some of the more common programming languages used in data science include 
the following:

 ■ Python: Python is an open-source, free programming language that 
does not require an in-depth understanding of computer program-
ming. Python allows individuals with little or no programming experi-
ence to develop computer applications for advanced analytical use and 
is the basis for many fintech applications.

 ■ R: R is an open-source, free programming language traditionally used 
for statistical analysis. R has mathematical packages for statistical anal-
ysis, ML, optimization, econometrics, and financial analysis.

 ■ Java: Java is a programming language that can run on different com-
puters, servers, and operating systems. Java is the underlying program 
language used in many internet applications.

 ■ C and C++: Both C and C++ are specialized programming languages 
that provide the ability to optimize source code to achieve superior 
calculation speed and processing performance. C and C++ is used in 
applications for algorithmic and high-frequency trading.

 ■ Excel VBA: Excel VBA helps bridge the gap between programming 
and manual data processing by allowing users to run macros to auto-
mate tasks, such as updating data tables and formulas, running data 
queries and collecting data from different web locations, and per-
forming calculations. Excel VBA allows users to develop customized 
reports and analyses that rely on data that are updated from different 
applications and databases.

Some of the more common types of databases in use include the following:

 ■ SQL: SQL is a database query language for structured data where the 
data can be stored in tables with rows and columns. SQL-based data-
bases need to be run on a server that is accessed by users using SQL 
queries.

 ■ SQLite: SQLite is a database for structured data. SQLite databases are 
embedded into the program and do not need to be run on a server. It 
is the most common database for mobile apps that require access to 
data.

 ■ NoSQL: NoSQL is a database used for unstructured data where 
the data cannot be summarized in traditional tables with rows and 
columns.
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PRACTICE PROBLEMS

1. A characteristic of Big Data is that:

A. it involves formats with diverse structures.

B. one of its traditional sources is business processes.

C. real-time communication of it is uncommon due to vast content.

2. Which of the following statements is true in the use of ML:

A. some techniques are termed “black box” due to data biases.

B. human judgment is not needed because algorithms continuously learn from 
data.

C. training data can be learned too precisely, resulting in inaccurate predictions 
when used with different datasets.

3. Text analytics is appropriate for application to:

A. large, structured datasets.

B. public but not private information.

C. identifying possible short-term indicators of coming trends.
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SOLUTIONS

1. A is correct. Big Data is collected from many different sources and is in a variety 
of formats, including structured data (e.g., SQL tables), semistructured data (e.g., 
HTML code), and unstructured data (e.g., video messages).

2. C is correct. Overfitting occurs when the ML model learns the input and target 
dataset too precisely. In this case, the model has been “overtrained” on the data 
and is treating noise in the data as true parameters. An ML model that has been 
overfitted is not able to accurately predict outcomes using a different dataset and 
might be too complex.

3. C is correct. Through the text analytics application of NLP, models using NLP 
analysis might incorporate non-traditional information to evaluate what people 
are saying—through their preferences, opinions, likes, or dislikes— in an attempt 
to identify trends and short-term indicators—for example, about a company, a 
stock, or an economic event—to forecast coming trends that may affect invest-
ment performance in the future.

© CFA Institute. For candidate use only. Not for distribution.



Appendices A-E

APPENDICES A-E

Appendix A Cumulative Probabilities for a Standard Normal Distribution
Appendix B Table of the Student’s t-Distribution (One-Tailed Probabilities) 
Appendix C Values of X2 (Degrees of Freedom, Level of Significance) 
Appendix D Table of the F-Distribution 
Appendix E Critical Values for the Durbin-Watson Statistic (α = .05)

1

L E A R N I N G  M O D U L E

12

© CFA Institute. For candidate use only. Not for distribution.



Learning Module 12 Appendices A-E344

 Appendix A 
 Cumulative Probabilities for a Standard Normal Distribution  
 P(Z ≤ x) = N(x) for x ≥ 0 or P(Z ≤ z) = N(z) for z ≥ 0

 x or z  0  0.01  0.02  0.03  0.04  0.05  0.06  0.07  0.08  0.09

 0.00  0.5000  0.5040  0.5080  0.5120  0.5160  0.5199  0.5239  0.5279  0.5319  0.5359
 0.10  0.5398  0.5438  0.5478  0.5517  0.5557  0.5596  0.5636  0.5675  0.5714  0.5753
 0.20  0.5793  0.5832  0.5871  0.5910  0.5948  0.5987  0.6026  0.6064  0.6103  0.6141
 0.30  0.6179  0.6217  0.6255  0.6293  0.6331  0.6368  0.6406  0.6443  0.6480  0.6517
 0.40  0.6554  0.6591  0.6628  0.6664  0.6700  0.6736  0.6772  0.6808  0.6844  0.6879
 0.50  0.6915  0.6950  0.6985  0.7019  0.7054  0.7088  0.7123  0.7157  0.7190  0.7224
 0.60  0.7257  0.7291  0.7324  0.7357  0.7389  0.7422  0.7454  0.7486  0.7517  0.7549
 0.70  0.7580  0.7611  0.7642  0.7673  0.7704  0.7734  0.7764  0.7794  0.7823  0.7852
 0.80  0.7881  0.7910  0.7939  0.7967  0.7995  0.8023  0.8051  0.8078  0.8106  0.8133
 0.90  0.8159  0.8186  0.8212  0.8238  0.8264  0.8289  0.8315  0.8340  0.8365  0.8389
 1.00  0.8413  0.8438  0.8461  0.8485  0.8508  0.8531  0.8554  0.8577  0.8599  0.8621
 1.10  0.8643  0.8665  0.8686  0.8708  0.8729  0.8749  0.8770  0.8790  0.8810  0.8830
 1.20  0.8849  0.8869  0.8888  0.8907  0.8925  0.8944  0.8962  0.8980  0.8997  0.9015
 1.30  0.9032  0.9049  0.9066  0.9082  0.9099  0.9115  0.9131  0.9147  0.9162  0.9177
 1.40  0.9192  0.9207  0.9222  0.9236  0.9251  0.9265  0.9279  0.9292  0.9306  0.9319
 1.50  0.9332  0.9345  0.9357  0.9370  0.9382  0.9394  0.9406  0.9418  0.9429  0.9441
 1.60  0.9452  0.9463  0.9474  0.9484  0.9495  0.9505  0.9515  0.9525  0.9535  0.9545
 1.70  0.9554  0.9564  0.9573  0.9582  0.9591  0.9599  0.9608  0.9616  0.9625  0.9633
 1.80  0.9641  0.9649  0.9656  0.9664  0.9671  0.9678  0.9686  0.9693  0.9699  0.9706
 1.90  0.9713  0.9719  0.9726  0.9732  0.9738  0.9744  0.9750  0.9756  0.9761  0.9767
 2.00  0.9772  0.9778  0.9783  0.9788  0.9793  0.9798  0.9803  0.9808  0.9812  0.9817
 2.10  0.9821  0.9826  0.9830  0.9834  0.9838  0.9842  0.9846  0.9850  0.9854  0.9857
 2.20  0.9861  0.9864  0.9868  0.9871  0.9875  0.9878  0.9881  0.9884  0.9887  0.9890
 2.30  0.9893  0.9896  0.9898  0.9901  0.9904  0.9906  0.9909  0.9911  0.9913  0.9916
 2.40  0.9918  0.9920  0.9922  0.9925  0.9927  0.9929  0.9931  0.9932  0.9934  0.9936
 2.50  0.9938  0.9940  0.9941  0.9943  0.9945  0.9946  0.9948  0.9949  0.9951  0.9952
 2.60  0.9953  0.9955  0.9956  0.9957  0.9959  0.9960  0.9961  0.9962  0.9963  0.9964
 2.70  0.9965  0.9966  0.9967  0.9968  0.9969  0.9970  0.9971  0.9972  0.9973  0.9974
 2.80  0.9974  0.9975  0.9976  0.9977  0.9977  0.9978  0.9979  0.9979  0.9980  0.9981
 2.90  0.9981  0.9982  0.9982  0.9983  0.9984  0.9984  0.9985  0.9985  0.9986  0.9986
 3.00  0.9987  0.9987  0.9987  0.9988  0.9988  0.9989  0.9989  0.9989  0.9990  0.9990
 3.10  0.9990  0.9991  0.9991  0.9991  0.9992  0.9992  0.9992  0.9992  0.9993  0.9993
 3.20  0.9993  0.9993  0.9994  0.9994  0.9994  0.9994  0.9994  0.9995  0.9995  0.9995
 3.30  0.9995  0.9995  0.9995  0.9996  0.9996  0.9996  0.9996  0.9996  0.9996  0.9997
 3.40  0.9997  0.9997  0.9997  0.9997  0.9997  0.9997  0.9997  0.9997  0.9997  0.9998
 3.50  0.9998  0.9998  0.9998  0.9998  0.9998  0.9998  0.9998  0.9998  0.9998  0.9998
 3.60  0.9998  0.9998  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999
 3.70  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999
 3.80  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999  0.9999
 3.90  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000
 4.00  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000  1.0000

 For example, to fi nd the z-value leaving 2.5 percent of the area/probability in the upper tail, fi nd the element 0.9750 in the body of the table. Read 
1.90 at the left end of the element’s row and 0.06 at the top of the element’s column, to give 1.90 + 0.06 = 1.96. Table generated with Excel.

 Quantitative Methods for Investment Analysis, Second Edition, by Richard A. DeFusco, CFA, Dennis W. McLeavey, CFA, Jerald E. Pinto, CFA, and 
David E. Runkle, CFA. Copyright © 2004 by CFA Institute.
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 Appendix A (continued) 
 Cumulative Probabilities for a Standard Normal Distribution  
 P(Z ≤ x) = N(x) for x ≤ 0 or P(Z ≤ z) = N(z) for z ≤ 0

 x or z  0  0.01  0.02  0.03  0.04  0.05  0.06  0.07  0.08  0.09
 0.0  0.5000  0.4960  0.4920  0.4880  0.4840  0.4801  0.4761  0.4721  0.4681  0.4641

 −0.10  0.4602  0.4562  0.4522  0.4483  0.4443  0.4404  0.4364  0.4325  0.4286  0.4247
 −0.20  0.4207  0.4168  0.4129  0.4090  0.4052  0.4013  0.3974  0.3936  0.3897  0.3859
 −0.30  0.3821  0.3783  0.3745  0.3707  0.3669  0.3632  0.3594  0.3557  0.3520  0.3483
 −0.40  0.3446  0.3409  0.3372  0.3336  0.3300  0.3264  0.3228  0.3192  0.3156  0.3121
 −0.50  0.3085  0.3050  0.3015  0.2981  0.2946  0.2912  0.2877  0.2843  0.2810  0.2776
 −0.60  0.2743  0.2709  0.2676  0.2643  0.2611  0.2578  0.2546  0.2514  0.2483  0.2451
 −0.70  0.2420  0.2389  0.2358  0.2327  0.2296  0.2266  0.2236  0.2206  0.2177  0.2148
 −0.80  0.2119  0.2090  0.2061  0.2033  0.2005  0.1977  0.1949  0.1922  0.1894  0.1867
 −0.90  0.1841  0.1814  0.1788  0.1762  0.1736  0.1711  0.1685  0.1660  0.1635  0.1611
 −1.00  0.1587  0.1562  0.1539  0.1515  0.1492  0.1469  0.1446  0.1423  0.1401  0.1379
 −1.10  0.1357  0.1335  0.1314  0.1292  0.1271  0.1251  0.1230  0.1210  0.1190  0.1170
 −1.20  0.1151  0.1131  0.1112  0.1093  0.1075  0.1056  0.1038  0.1020  0.1003  0.0985
 −1.30  0.0968  0.0951  0.0934  0.0918  0.0901  0.0885  0.0869  0.0853  0.0838  0.0823
 −1.40  0.0808  0.0793  0.0778  0.0764  0.0749  0.0735  0.0721  0.0708  0.0694  0.0681
 −1.50  0.0668  0.0655  0.0643  0.0630  0.0618  0.0606  0.0594  0.0582  0.0571  0.0559
 −1.60  0.0548  0.0537  0.0526  0.0516  0.0505  0.0495  0.0485  0.0475  0.0465  0.0455
 −1.70  0.0446  0.0436  0.0427  0.0418  0.0409  0.0401  0.0392  0.0384  0.0375  0.0367
 −1.80  0.0359  0.0351  0.0344  0.0336  0.0329  0.0322  0.0314  0.0307  0.0301  0.0294
 −1.90  0.0287  0.0281  0.0274  0.0268  0.0262  0.0256  0.0250  0.0244  0.0239  0.0233
 −2.00  0.0228  0.0222  0.0217  0.0212  0.0207  0.0202  0.0197  0.0192  0.0188  0.0183
 −2.10  0.0179  0.0174  0.0170  0.0166  0.0162  0.0158  0.0154  0.0150  0.0146  0.0143
 −2.20  0.0139  0.0136  0.0132  0.0129  0.0125  0.0122  0.0119  0.0116  0.0113  0.0110
 −2.30  0.0107  0.0104  0.0102  0.0099  0.0096  0.0094  0.0091  0.0089  0.0087  0.0084
 −2.40  0.0082  0.0080  0.0078  0.0075  0.0073  0.0071  0.0069  0.0068  0.0066  0.0064
 −2.50  0.0062  0.0060  0.0059  0.0057  0.0055  0.0054  0.0052  0.0051  0.0049  0.0048
 −2.60  0.0047  0.0045  0.0044  0.0043  0.0041  0.0040  0.0039  0.0038  0.0037  0.0036
 −2.70  0.0035  0.0034  0.0033  0.0032  0.0031  0.0030  0.0029  0.0028  0.0027  0.0026
 −2.80  0.0026  0.0025  0.0024  0.0023  0.0023  0.0022  0.0021  0.0021  0.0020  0.0019
 −2.90  0.0019  0.0018  0.0018  0.0017  0.0016  0.0016  0.0015  0.0015  0.0014  0.0014
 −3.00  0.0013  0.0013  0.0013  0.0012  0.0012  0.0011  0.0011  0.0011  0.0010  0.0010
 −3.10  0.0010  0.0009  0.0009  0.0009  0.0008  0.0008  0.0008  0.0008  0.0007  0.0007
 −3.20  0.0007  0.0007  0.0006  0.0006  0.0006  0.0006  0.0006  0.0005  0.0005  0.0005
 −3.30  0.0005  0.0005  0.0005  0.0004  0.0004  0.0004  0.0004  0.0004  0.0004  0.0003
 −3.40  0.0003  0.0003  0.0003  0.0003  0.0003  0.0003  0.0003  0.0003  0.0003  0.0002
 −3.50  0.0002  0.0002  0.0002  0.0002  0.0002  0.0002  0.0002  0.0002  0.0002  0.0002
 −3.60  0.0002  0.0002  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001
 −3.70  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001
 −3.80  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001  0.0001
 −3.90  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000
 −4.00  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000

 For example, to fi nd the z-value leaving 2.5 percent of the area/probability in the lower tail, fi nd the element 0.0250 in the body of the table. Read 
–1.90 at the left end of the element’s row and 0.06 at the top of the element’s column, to give –1.90 – 0.06 = –1.96. Table generated with Excel.
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 Appendix B  
 Table of the Student’s t-Distribution (One-Tailed Probabilities) 
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 Appendix C  
 Values of χ2 (Degrees of Freedom, Level of Significance) 

 Degrees of 
Freedom

 Probability in Right Tail

 0.99  0.975  0.95  0.9  0.1  0.05  0.025  0.01  0.005

 1  0.000157  0.000982  0.003932  0.0158  2.706  3.841  5.024  6.635  7.879
 2  0.020100  0.050636  0.102586  0.2107  4.605  5.991  7.378  9.210  10.597
 3  0.1148  0.2158  0.3518  0.5844  6.251  7.815  9.348  11.345  12.838
 4  0.297  0.484  0.711  1.064  7.779  9.488  11.143  13.277  14.860
 5  0.554  0.831  1.145  1.610  9.236  11.070  12.832  15.086  16.750

 6  0.872  1.237  1.635  2.204  10.645  12.592  14.449  16.812  18.548
 7  1.239  1.690  2.167  2.833  12.017  14.067  16.013  18.475  20.278
 8  1.647  2.180  2.733  3.490  13.362  15.507  17.535  20.090  21.955
 9  2.088  2.700  3.325  4.168  14.684  16.919  19.023  21.666  23.589

 10  2.558  3.247  3.940  4.865  15.987  18.307  20.483  23.209  25.188

 11  3.053  3.816  4.575  5.578  17.275  19.675  21.920  24.725  26.757
 12  3.571  4.404  5.226  6.304  18.549  21.026  23.337  26.217  28.300
 13  4.107  5.009  5.892  7.041  19.812  22.362  24.736  27.688  29.819
 14  4.660  5.629  6.571  7.790  21.064  23.685  26.119  29.141  31.319
 15  5.229  6.262  7.261  8.547  22.307  24.996  27.488  30.578  32.801

 16  5.812  6.908  7.962  9.312  23.542  26.296  28.845  32.000  34.267
 17  6.408  7.564  8.672  10.085  24.769  27.587  30.191  33.409  35.718
 18  7.015  8.231  9.390  10.865  25.989  28.869  31.526  34.805  37.156
 19  7.633  8.907  10.117  11.651  27.204  30.144  32.852  36.191  38.582
 20  8.260  9.591  10.851  12.443  28.412  31.410  34.170  37.566  39.997

 21  8.897  10.283  11.591  13.240  29.615  32.671  35.479  38.932  41.401
 22  9.542  10.982  12.338  14.041  30.813  33.924  36.781  40.289  42.796
 23  10.196  11.689  13.091  14.848  32.007  35.172  38.076  41.638  44.181
 24  10.856  12.401  13.848  15.659  33.196  36.415  39.364  42.980  45.558
 25  11.524  13.120  14.611  16.473  34.382  37.652  40.646  44.314  46.928

 26  12.198  13.844  15.379  17.292  35.563  38.885  41.923  45.642  48.290
 27  12.878  14.573  16.151  18.114  36.741  40.113  43.195  46.963  49.645
 28  13.565  15.308  16.928  18.939  37.916  41.337  44.461  48.278  50.994
 29  14.256  16.047  17.708  19.768  39.087  42.557  45.722  49.588  52.335
 30  14.953  16.791  18.493  20.599  40.256  43.773  46.979  50.892  53.672

 50  29.707  32.357  34.764  37.689  63.167  67.505  71.420  76.154  79.490
 60  37.485  40.482  43.188  46.459  74.397  79.082  83.298  88.379  91.952
 80  53.540  57.153  60.391  64.278  96.578  101.879  106.629  112.329  116.321

 100  70.065  74.222  77.929  82.358  118.498  124.342  129.561  135.807  140.170

 To have a probability of 0.05 in the right tail when df = 5, the tabled value is χ2(5, 0.05) = 11.070.
 Quantitative Methods for Investment Analysis, Second Edition, by Richard A. DeFusco, CFA, Dennis W. McLeavey, CFA, Jerald E. Pinto, 
CFA, and David E. Runkle, CFA. Copyright © 2004 by CFA Institute.
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 Appendix D 
 Table of the F-Distribution 
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 Appendix D (continued) 
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 Appendix D (continued)  
 Table of the F-Distribution 
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 Appendix D (continued) 
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Learning Module 12 Appendices A-E352

 Appendix E  
 Critical Values for the Durbin-Watson Statistic (α = .05)

  K = 1  K = 2  K = 3  K = 4 K = 5

 n  dl  du  dl  du  dl  du  dl  du  dl  du

 15  1.08  1.36  0.95  1.54  0.82  1.75  0.69  1.97  0.56  2.21
 16  1.10  1.37  0.98  1.54  0.86  1.73  0.74  1.93  0.62  2.15
 17  1.13  1.38  1.02  1.54  0.90  1.71  0.78  1.90  0.67  2.10
 18  1.16  1.39  1.05  1.53  0.93  1.69  0.82  1.87  0.71  2.06
 19  1.18  1.40  1.08  1.53  0.97  1.68  0.86  1.85  0.75  2.02
 20  1.20  1.41  1.10  1.54  1.00  1.68  0.90  1.83  0.79  1.99
 21  1.22  1.42  1.13  1.54  1.03  1.67  0.93  1.81  0.83  1.96
 22  1.24  1.43  1.15  1.54  1.05  1.66  0.96  1.80  0.86  1.94
 23  1.26  1.44  1.17  1.54  1.08  1.66  0.99  1.79  0.90  1.92
 24  1.27  1.45  1.19  1.55  1.10  1.66  1.01  1.78  0.93  1.90
 25  1.29  1.45  1.21  1.55  1.12  1.66  1.04  1.77  0.95  1.89
 26  1.30  1.46  1.22  1.55  1.14  1.65  1.06  1.76  0.98  1.88
 27  1.32  1.47  1.24  1.56  1.16  1.65  1.08  1.76  1.01  1.86
 28  1.33  1.48  1.26  1.56  1.18  1.65  1.10  1.75  1.03  1.85
 29  1.34  1.48  1.27  1.56  1.20  1.65  1.12  1.74  1.05  1.84
 30  1.35  1.49  1.28  1.57  1.21  1.65  1.14  1.74  1.07  1.83
 31  1.36  1.50  1.30  1.57  1.23  1.65  1.16  1.74  1.09  1.83
 32  1.37  1.50  1.31  1.57  1.24  1.65  1.18  1.73  1.11  1.82
 33  1.38  1.51  1.32  1.58  1.26  1.65  1.19  1.73  1.13  1.81
 34  1.39  1.51  1.33  1.58  1.27  1.65  1.21  1.73  1.15  1.81
 35  1.40  1.52  1.34  1.58  1.28  1.65  1.22  1.73  1.16  1.80
 36  1.41  1.52  1.35  1.59  1.29  1.65  1.24  1.73  1.18  1.80
 37  1.42  1.53  1.36  1.59  1.31  1.66  1.25  1.72  1.19  1.80
 38  1.43  1.54  1.37  1.59  1.32  1.66  1.26  1.72  1.21  1.79
 39  1.43  1.54  1.38  1.60  1.33  1.66  1.27  1.72  1.22  1.79
 40  1.44  1.54  1.39  1.60  1.34  1.66  1.29  1.72  1.23  1.79
 45  1.48  1.57  1.43  1.62  1.38  1.67  1.34  1.72  1.29  1.78
 50  1.50  1.59  1.46  1.63  1.42  1.67  1.38  1.72  1.34  1.77
 55  1.53  1.60  1.49  1.64  1.45  1.68  1.41  1.72  1.38  1.77
 60  1.55  1.62  1.51  1.65  1.48  1.69  1.44  1.73  1.41  1.77
 65  1.57  1.63  1.54  1.66  1.50  1.70  1.47  1.73  1.44  1.77
 70  1.58  1.64  1.55  1.67  1.52  1.70  1.49  1.74  1.46  1.77
 75  1.60  1.65  1.57  1.68  1.54  1.71  1.51  1.74  1.49  1.77
 80  1.61  1.66  1.59  1.69  1.56  1.72  1.53  1.74  1.51  1.77
 85  1.62  1.67  1.60  1.70  1.57  1.72  1.55  1.75  1.52  1.77
 90  1.63  1.68  1.61  1.70  1.59  1.73  1.57  1.75  1.54  1.78
 95  1.64  1.69  1.62  1.71  1.60  1.73  1.58  1.75  1.56  1.78

 100  1.65  1.69  1.63  1.72  1.61  1.74  1.59  1.76  1.57  1.78

 Note: K = the number of slope parameters in the model.
 Source: From J. Durbin and G. S. Watson, “Testing for Serial Correlation in Least Squares Regression, II.” Biometrika 38 (1951): 159–178. 
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